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Molecular-level Insights into Reversed-phase Liquid Chromatographic

Systems via Monte Carlo Simulation

by Jake Leland Rafferty

ABSTRACT

Separations are of utmost importance in the feild of chemistry and reversed-phase liq-

uid chromatography (RPLC) is among the most popular techniques for this purpose.

Despite this popularity, and decades of research efforts, a fundamental understanding of

RPLC at the molecular-level is lacking. To gain this detailed understanding, molecular

simulations using advanced Monte Carlo algorithms and accurate force fields are applied

to examine structure and retention in various realistic model RPLC systems. The sim-

ulations are able to afford quantitative agreement with experimental retention data and

offer many new insights on stationary phase structure and the molecular mechanism of

solute retention in RPLC.
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Overview

With the ever increasing speed and availability of computational resources the “com-

puter experiment” (i.e., molecular simulation) has become a extremely powerful tool for

conducting scientific research. A molecular simulation is carried out by simply specifying

the system of interest, for example, the number of molecules of each type, temperature

and pressure. Then, statistical mechanics allows one to follow the trajectory of the sys-

tem through phase space. From the data contained in this trajectory, one can compute

various mechanical and thermal properties for the system.

There are numerous advantages for the use of molecular simulation in the study of

chemical systems. First, simulations may be used as a predictive tool for thermody-

namic and other properties when experiments are not feasible (for example, due to cost

or safety concerns). Second, simulations allow for the unperturbed study of chemical

systems under precisely defined and controlled conditions. Finally, the particle based

nature of simulation allows one to gain a microscopic-level insight into the physical world

that is often not realizable experimentally. This insight can be used to shed light on

experimental results that have eluded a detailed molecular explanation. In the present

work, molecular simulation is applied to study of reversed-phase liquid chromatography

(RPLC).

In the chemical industry, separation processes, in general, represent 40–70% of both

capital and operating costs [1] and are large sources of energy consumption and chem-

ical waste production. Furthermore, separations are of utmost importance in chemical

research where sample purification and analysis is often a daily task. Liquid chromatog-

raphy (LC) is the method of choice for an extremely wide range of chemical separations

and, among the various modes of LC, RPLC is by far the most popular [2]. In fact, it

has been estimated that approximately 90% of all analytical separations involving small

1
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organic molecules are carried out using RPLC [3].

Clearly, optimizing various separation processes, such as RPLC, can significantly

reduce costs and benefit the environment. The first step towards improving an exist-

ing separation process, and the goal of this study in the context of RPLC, is a better

understanding of that process at the molecular level. Furthermore, this detailed un-

derstanding will facilitate development of new, and greener, separation technologies.

In this thesis it will be shown that efficient Monte Carlo simulations using accurate

and transferable force fields are a very effective tools for attaining this molecular-level

understanding.

This thesis begins with an overview of the RPLC technique and some of the current

issues that need to be resolved. Next, the basic principles of molecular simulation

are introduced and some of the advanced simulation techniques used in this work are

described. Following this, a systematic molecular simulation study aimed at yielding

numerous microscopic insights into RPLC is discussed.



Chapter 1

Reversed-phase Liquid

Chromatography

1.1 Introduction to the RPLC Technique

The heart of the any RPLC system is the column (see Figure 1.1). Inside this column is

the stationary phase, which most often consists of a packing of micrometer-sized beads

of porous silica whose surfaces have been chemically modified by the grafting of C18

chains, although other functionalities are commonly used. Through this column the

mobile phase, usually an aqueous-organic solvent, is pumped. The mixture that is to

be separated is injected at the front of the column and is carried through by the mobile

phase solvent. The components of this chemical mixture will travel through the column

at different rates governed by their relative affinities for the nonpolar stationary phase

and polar mobile phase. For example, a more nonpolar molecule will have a higher

affinity for the stationary phase and will be retained in the column longer than a more

polar molecule that has a higher affinity for the mobile phase. The time it takes the

various analyte molecules to traverse the column, or retention time, is quantified by an

appropriate detection system at the end of the column. This retention time is intimately

related to the thermodynamics of the retention process, which will be discussed in the

following paragraphs.

In the description of retention in RPLC it is often assumed that a distribution

equilibria is established between the mobile and stationary phases [3, 4]. In this case,

3
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Figure 1.1: Schematic diagram of a typical RPLC system.

for an analyte molecule A, one may write

Amobile⇋Astationary (1.1)

and this implies an equilibrium constant, K, or distribution coefficient as it will be

referred to hereafter, for the analyte molecule

K =
[A]s
[A]m

(1.2)

where [A]s and [A]m are the concentrations of A in the stationary and mobile phases,

respectively. From this distribution coefficient one can define a free energy of transfer

from the mobile phase to the stationary phase, or free energy of retention ∆Gretn, for

the molecule A

∆Gretn = −RT ln K (1.3)

Thus, a more retained solute will have a larger K and a more negative (favorable)

∆Gretn. Instead of distribution coefficients and free energies it is often more convenient

to describe the degree solute retention through the retention time (tR) since this is a

more easily measurable quantity. It is trivial to show that this retention time can be
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related to the distribution coefficient by

K/φ = k′ =
tR
tM

− 1 (1.4)

where φ is the ratio of volume of mobile phase to the volume of stationary phase in the

column, or phase ratio, and tM is the time is take the unretained species to traverse the

column [3, 4]. The capacity factor (k′) above is often used in chromatography, rather

than K, since the it does not depend on the phase ratio, a difficult quantity to measure.

In chromatography one is interested in the separation of two (or more) analytes,

call them A and B. For this to occur the affinities of A and B for the mobile and

stationary phases must be different. One can quantify this difference in affinity through

the selectivity factor [3, 4]

α =
KB

KA

=
k′

B

k′

A

(1.5)

where the more retained solute (larger K) appears in the numerator so that α > 1.

Inserting equation 1.4, this selectivity factor may be related to the retention times of A

and B through

α =
tR,B − tM
tR,A − tM

(1.6)

In order for two peaks on a chromatogram to be resolved (i.e., for an effective separation)

one typically desires a selectivity factor greater than 1.1–1.2 [3, 4]. Using equations 1.3

and 1.5, one can express this selectivity in terms of a difference in free energy of retention.

∆Gretn,A − ∆Gretn,B = RT ln KB − RT ln KA = RT ln α (1.7)

Inserting the minimum selectivity factor of 1.1 into the above equation one sees that

the difference free energy is small, only about 0.2 kJ/mol.

From the discussion above, one can see that RPLC is extremely sensitive to small

differences in a molecule’s interactions with the mobile and stationary phases. Thus, in

order to understand the RPLC technique it is extremely important to understand these

interactions, or the retention mechanism, at the molecular-level. However, attaining

this detailed understanding has been quite difficult.
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1.2 The Elusive Retention Mechanism

Due to importance and popularity of RPLC, discerning the mechanism of solute reten-

tion has been the subject of intense research for the past three decades [5, 6, 7, 8, 9,

10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33,

34, 35, 36, 37, 38, 39, 40, 41, 42, 43, 44]. Indeed these studies have yielded a wealth of

information about retention in RPLC, but despite these efforts many of the key details

behind the retention process are still not settled. For example, many of these stud-

ies have reached conflicting conclusions regarding whether adsorption at the stationary

phase/mobile phase interface or full partitioning into the stationary phase is more im-

portant for solute retention and to what extent various chromatographic parameters,

such as mobile phase composition and grafting density, affect this. Even if partitioning

is taken to be the dominant mechanism of retention, it is not clear if the process can

be modeled accurately by bulk liquid–liquid (oil–water) partitioning [11, 15] or if par-

titioning into the more ordered RPLC stationary phase involves a different molecular

mechanism [19, 20]. Furthermore, it has been debated whether the thermodynamic

driving forces for solute retention (transfer from mobile to stationary phase) are pri-

marily from solvophobic interactions with the mobile phase [16, 17, 18] or lipophilic

interactions with the stationary phase [11, 15]

The difficulty in arriving at a clear molecular picture of retention stems from diffi-

culty in attaining molecular-level information from experiment. The majority of studies

on the retention mechanism are based upon the analysis of retention data for different

analytes under various chromatographic conditions [5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16,

17, 18, 19, 20, 21, 22, 23, 24]. However, retention data, or any thermodynamic quantity,

can only be shown to be consistent with a particular molecular mechanism and cannot

offer conclusive proof. Another experimental means of studying retention mechanisms

is via spectroscopic measurements [26, 27, 28, 29, 30, 31, 32, 33, 34]. While these mea-

surements can indeed yield more direct molecular information than a thermodynamic

analysis, spectroscopy is hampered by the inability to observe precise configurations of

a single solute molecule in the RPLC system. Instead one is left with the daunting task

of analyzing a complex distribution of solute configurations. A third line of investiga-

tion involves the use of theory [35, 36, 37, 38, 39, 40, 41, 42, 43, 44]. Most of these



7

theoretical investigations employ some sort of simplified lattice model to describe the

RPLC system since more sophisticated models would be far too complex to allow for an

analytical treatment. Although many insights have been gained from these models, they

have failed to offer true atomistic details and quantitative agreement with experiment.

The problem of pinpointing the retention mechanism in RPLC is further exacer-

bated by an incomplete picture of the structure of the tethered alkyl chains in the

stationary phase. Most would agree that the chains cannot simply be described as a

disordered liquid or an ordered solid [26], but to what extent they are ordered is not

fully characterized. Furthermore, it is not understood how these chains interact with the

mobile phase solvent. While it is generally held that organic component of the aqueous-

organic preferentially solvates the stationary phase, it is not fully resolved if this excess

solvation occurs solely through the formation of an organic layer atop the stationary

phase [45, 46] or if penetration of the organic modifier into the stationary phase is also

important [47, 48]. In the former case, retention could be affected by partitioning of the

solutes into this organic layer, and in the latter case, solutes may compete with solvent

molecules for space inside the stationary phase. Furthermore, changes in the extent of

solvation of the stationary phase with changing mobile phase composition may effect

the conformation of the alkyl chains.

The need for a detailed molecular picture of retention and the difficulty in attaining

this view experimentally has led many groups to explore the use of molecular simulation

for the study of RPLC [49, 50, 51, 52, 53, 54, 55, 56, 57, 58, 59, 60, 61, 62, 63, 64,

65, 66, 67], including our own [68, 69, 70, 71, 72, 73, 74, 75, 76, 77, 78]. The clear

advantage of simulation is that the one can model the RPLC system at the individual

atom level of detail and a true molecular picture of structure and retention can be

achieved. However, the validity of this molecular picture hinges on the accuracy and

precision of the simulation. All of the previous simulations of RPLC carried out by

other groups have utilized the molecular dynamics technique, while the work described

in this thesis employs the Monte Carlo technique. In the following chapters these two

simulation techniques will be introduced and the merits of using the Monte Carlo method

to study RPLC will be discussed.



Chapter 2

Statistical Mechanics and

Molecular Simulation

Molecules are small. For example, a 12 oz. glass of water contains over 1025 molecules.

At room temperature, the water in this glass has a density of 0.9971 g/mL, a vapor

pressure of 3166 Pa, and a heat capacity of 4.184 J/g◦C. These are a few of the macro-

scopic properties of water. One does not need to know anything about molecules, or

if they even exist, to know the macroscopic properties of a system. They can simply

be measured or observed. However, each of these macroscopic properties is intimately

tied to the microscopic behavior of the molecules that make up the system. In fact,

if one can accurately describe the intra and intermolecular interactions in a system,

then one can predict the macroscopic properties for that system without ever physically

measuring them. The prescription for this conversion from the microscopic world in

which molecules live to the macroscopic world is rooted in the theoretical framework

of statistical mechanics and molecular simulation is an important tool by which this

transformation can be carried out. In the following some important concepts in sta-

tistical mechanics will be discussed and the technique of molecular simulation will be

introduced.

In a liquid system, a wide range of molecular states, or configurations, can be ac-

cessed. Classically, each possible state in the system is characterized by a set of coordi-

nates r and p that describe the position and momenta of every atom in the system. The

8
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entire collection of all possible states is called phase space, while a given set of r and

p is called a point in phase space. According to statistical mechanics [79], for a system

under the macroscopic constraints of constant temperature, pressure, and number of

molecules (i.e., a canonical, or NV T , ensemble), the probability of the system visiting

any one of the these states i is

ρi =
exp(−βEi)

Q
(2.1)

where Ei is the energy of the system, β = 1/kT , k is Boltzmann’s constant and T is

temperature. In the denominator is Q, the canonical ensemble partition function

Q =
∑

j

exp(−βEj) (2.2)

and the above sum runs over all possible states of the system. The average of any

mechanical property, 〈M〉, in the system can be expressed as

〈M〉 =

∑

j Mj exp(−βEj)

Q
(2.3)

where Mj is the value of the property for state j. In addition to averages, knowledge

of the partition function allows for the calculation of thermal properties. For example,

in the canonical ensemble the Helmholtz free energy is related to the logarithm of the

partition function by

A(N,V, T ) = −kBT ln Q(N,V, T ) (2.4)

Note that both A and Q are functions of the same natural variables (N,V, T ).

There are other common ensembles, each characterized by some set of macroscopic

constraints. For example, the isobaric-isothermal has constant N , p (pressure), and T

and the grand-canonical ensemble has constant µ (chemical potential), V , and T . Each

of these ensembles will have a unique partition function that allows for the calculation of

probabilities and averages and each is tied to a particular thermodynamic state function

that shares the same natural variables. For a given problem, one chooses a particular

ensemble purely as a matter of convenience and in the limit of infinitely large system

size all ensembles will give equivalent results [79, 80].

At this point it appears that there are some seemingly simple equations that allow

one to compute average properties of a system as long as one knows how to compute the

energy (an issue that will be addressed in Chapter 3). However, in practice things are
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not that simple. The number of terms in the summation in equation 2.3 is enormous, it

is of magnitude 10N , where N is the number of molecules in the system [79]. Consider

a fairly small system of 1000 molecules. That’s 101000 terms! Clearly, even with today’s

vast computational resources, one cannot visit all of these states and directly compute

the average. Instead, one must reduce the number of terms and estimate the average

in equation 2.3 by sampling some small subset of the states. An imprecise estimate of

the average might be attained by sampling 1 in every 10100 states. This leaves 10900

terms that need to be evaluated, and the problem is still intractable. The key idea that

allows for an accurate calculation of the average while generating a manageable number

of states is that most of the states of a system are of significantly high energy that they

contribute very little to the average (Ei is large, so exp(−βEi) is small). Thus, if one

can find a way to sample only those states that contribute significantly to the average,

then the problem is truncated greatly. To accomplish this, some means of generating

these higher probability configurations of the system is needed. This is where molecular

simulation comes in.

Molecular simulations are carried out via two principle methods, molecular dynamics

(MD) and Monte Carlo (MC). The former is a deterministic method with an explicit

dependence on time while the latter is stochastic method with no dependence on time.

However, both methods depend on a well-defined way to describe the energy of the

system, i.e., a potential energy function, and both methods generate configurations of

the system based on their statistical mechanical probabilities described above. For this

reason, MD and MC simulations will yield equivalent results for a given system, so long

as the simulations are performed correctly.

In a MD simulation one starts with the system in some initial state described by

the position and momenta of all particles. Forces between the particles (the derivative

of the potential energy) are computed in predetermined increments of time. With these

forces and the current particle positions and momenta, the position and momenta of

each particle at the next time increment can be computed via Newton’s equations of

motion [80]. The process is repeated for some number of steps and, thus, the system

evolves with time. The average properties for the system can then be computed by

averaging the properties at each individual time step.

The application of the MC simulation method is most easily demonstrated in the
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canonical ensemble. For simplicity, the process will be described for an atomic system

(only translational degrees of freedom) but an analogous procedure can be demonstrated

for molecular systems with rotational and conformational degrees of freedom. In a MC

simulation, one starts with the system in some initial state described by the position of

all of the particles. With these coordinates, the initial potential energy of the system,

Uold, can be computed. Next, a trial move is attempted by randomly picking a particle in

the system. This particle is then moved in a random direction by a distance between zero

an arbitrary maximum displacement. The new potential energy, Unew, of the system

is then computed. If the energy of this system is lowered, the move is immediately

accepted. Otherwise, the move is accepted with a probability of

Paccept = exp[−β(Unew − Uold)] (2.5)

When a move is accepted, the new configuration is kept and its properties are counted

towards the averages for the system. When a move is rejected, the old coordinates

of the system are restored and the properties of this old configuration are counted

again towards the averages of the system. It can be shown that this technique samples

configurations with exact probability prescribed by equation 2.1 above. This basic MC

technique was originally described by Metropolis and coworkers in 1953 [81] and many

more sophisticated algorithms have been developed since then.

In the above examples, it appears that the MD method is much more intuitive (envi-

sion computing the position of the balls after a player shoots in a billiards game) while

the MC method is much more abstract. However, there are some distinct advantages

to the MC method. First, the MC method has no dependence on time. Most modern

MD simulations are limited to fractions of a microsecond at most. If a physical pro-

cess requires more time than this, its simulation is out of the reach of the time scale

accessible with MD. Second, MC methods allow for simulations to be carried out in

open ensembles where the number of particles is allowed to fluctuate. This allows one

to carefully control the chemical potentials of the species involved in the simulation.

Third, MC simulations allow one to carry out unphysical moves that greatly enhance

the sampling of phase space. These last two advantages will be expanded upon the

following sections.



Chapter 3

Accuracy and Precision in a

Simulation

Just as with experimental measurements, the are two principal challenges that must be

overcome in a simulation. The first is to attain results that are precise and the second

is to attain results that are accurate. In a simulation, precision depends solely on the

efficient sampling of the important configurations of the system (the relevant regions

of phase space) and accuracy depends solely on the model used to describe the inter-

and intramolecular interactions (the force field). It has taken more than ten years to

develop the capability to simulate RPLC systems with the level of precision and accuracy

needed to reproduce experimental retention data and to provide molecular insights on

the retention mechanism. This includes the development of accurate and transferable

force fields and advanced Monte Carlo algorithms that dramatically enhance sampling

efficiency. Because of their importance to the current work, this chapter will be devoted

to a discussion of these algorithms and force fields.

3.1 Advanced Monte Carlo Methods

As discussed in Chapter 2, only a few small regions of phase space possess favorable

enough energies to make significant contributions to the average properties of a system.

Sampling problems can arise when these important regions of phase space are separated

from each other by large free energy barriers. In these cases, the system can get “stuck”

12
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in one of these important regions and never sample the others. In order to get around

this problem, advanced Monte Carlo algorithms that allow the system to hop over these

free energy barriers are used. The following sections will deal with a couple of the

advanced Monte Carlo methods that are employed in this work for the simulation of

RPLC.

3.1.1 Gibbs Ensemble Monte Carlo

Simulations of phase equilibria in standard ensembles, such as the canonical ensemble,

can be problematic. If one starts the system as a homogeneous mixture it is highly

unlikely that this mixture will phase separate during the simulation since there is an

enormous free energy barrier for interface formation. Even if one starts with a two phase

system, precisely calculating quantities like solute partition constants is rather difficult.

For a precise value of the partition constant, the solute would need to move between the

two phases numerous times during the simulation. However, particle diffusion is rather

slow and this would require a prohibitively long simulation.

A rather ingenious solution this problem was put forth by Panagiotopoulos who

developed a completely new ensemble, called the Gibbs ensemble, for the simulation of

phase equilibria [82, 83]. In this ensemble multiple subsystems (i.e., simulation boxes),

which represent the different phases, are in thermodynamic contact but do not share a

direct physical interface. The temperature and total number of particles in the entire

system is fixed, but the particles are allowed to transfer between the different subsys-

tems. This movement of particles between subsystems allows the system to hop over

the free energy barriers associated with particle diffusion and the absence of a physical

interface between the phases removes the barrier for interface formation. There are two

versions of the Gibbs ensemble, NV T and NpT . In the NV T version, the total volume

of the system is fixed, but the subsystems may exchange volume while, in the NpT

version, the pressure is fixed and subsystems’ volumes fluctuate independently of one

another. The following discussion will be limited to the NpT version as it the technique

used in the this work.

There are four principle types of moves in a Gibbs ensemble Monte Carlo simulation

as applied in this work (see Figure 3.1). The first three of these moves were described

in the original work [82, 83] while the fourth was developed slightly later [84]. The
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Figure 3.1: Diagram of the move types in the NpT Gibbs ensemble.

description of these moves will be limited to the atomic system for simplicity and the

extension to molecular systems will be made in the next section. To demonstrate these

moves a system with two components, X and Y, and with two subsystems, A and B,

will be considered.

The first type of move involves particle displacement within a given subsystem. In

this move a particle type (X or Y) is chosen at random and a particle of that type is

randomly selected without regard to which subsystem the particle is currently in. After

a particle is selected, it is translated a distance chosen randomly between zero and some

predetermined, but arbitrary maximum. This move is equivalent to the Metropolis

scheme discussed in Chapter 2. Thus, the probability of accepting the move Paccept can

be expressed as

Paccept = min[1, exp(−β∆U)] (3.1)
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where ∆U is the change in potential energy for the entire system. This means the move

is accepted if the energy is lowered and accepted with a probability of exp(−β∆U) if

the energy goes up. These particle displacement moves ensure that the system reaches

thermal equilibrium at the specified temperature.

The second type of move involves a volume change for one of the subsystems. In

this move, one of the subsystems is chosen at random and given some random volume

change ∆V between 0 and some predetermined maximum. During the volume change,

the particle positions are scaled uniformly. The energy is computed for the initial volume

V and the new volume V ′ and the move is accepted with a probability of

Paccept = min

[

1, exp

{

−β

(

∆U + p∆V + β−1NT ln
V

V ′

)}]

(3.2)

where p is the external pressure chosen for the simulation and NT is the total number

of particles in that subsystem. These volume moves ensure that the system reaches

mechanical equilibrium at the specified external pressure.

The third type of move involves particle transfer between the subsystems. In this

move, a particle type and direction for the transfer are chosen at random. Next, a

particle from the proper subsystem is selected randomly. The particle is then moved

from its current subsystem to a random location in the other subsystem and ∆U for the

move is computed. Suppose that particle type X was chosen and moved from subsystem

A to subsystem B. In this case the acceptance probability would be

Paccept = min

[

1, exp

{

−β

(

∆U + β−1 ln
VA(NX

B + 1)

VBNX
A

)}]

(3.3)

where VA and VB are the volumes of subsystem A and B, and NX
A and NX

B are the

numbers of particles of type X in subsystems A and B before the move was executed.

These particle exchange moves ensure that the chemical potential of each species is the

same in all subsystems. This is absolutely critical for simulating processes involving

phase equilibria because when a species is distributed between two phases, it is only an

equilibrium distribution when its chemical potential is the same in both phases.

The fourth type of moves involves interchanging the identities of particles in two

different subsystems. In this move, the direction of the interchange is first chosen at

random. Next, particles of the appropriate types are selected randomly from subsystems
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A and B and their locations are exchanged. Suppose that it was chosen to interchange

a particle of type X in subsystem A with a particle of type Y in subsystem B. In this

case, the acceptance probability would be

Paccept = min

[

1, exp

{

−β

(

∆U + β−1 ln
(NX

B + 1)(NY
A + 1)

NX
A NY

B

)}]

(3.4)

where N j
i refers to the number of particles of type j in system i before the move was

executed. This move ensures the difference in chemical potentials between the different

particle types is equilibrated. The move is not strictly necessary in the Gibbs ensemble

since particle transfers should also ensure this. However, this move can can greatly

enhance sampling efficiency. For example, consider the case where type X is a small

particle and type Y is large. Finding a cavity of sufficient size for particle Y during a

standard particle transfer may be highly improbable due to its size, but when X and

Y are exchanged a cavity already exists and the move should be accepted at a much

higher rate.

One of the distinct advantages of the Gibbs ensemble is that, in addition to yielding

the properties of coexisting phases at given state point, it allows for the calculation

of solute partition coefficients and free energies of transfer from a single simulation.

Furthermore, these quantities are computed from mechanical properties, namely the

number densities, via

Kα→β =
ρβ

ρα

(3.5)

∆Gα→β = −RT ln Kα→β (3.6)

where Kα→β and ∆Gα→β are the partition constant and free energy for transfer from

phase α to phase β and ρi is the ensemble averaged number density in phase i [85, 86].

The determination of mechanical properties from simulation can typically be done with

very high precision, whereas computing thermal properties, such as free energies, by

traditional means (e.g. thermodynamic integration and free energy perturbation) is

usually more challenging [87]. This is very important in the simulation of RPLC since

very precise data is needed on solute partitioning.
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3.1.2 Configurational-bias Monte Carlo

In the atomic system, simple translational moves are often sufficient to adequately

sample the important regions of phase space. For molecular systems, one can envision

a similar type of move. Consider a system composed of C18 chains. To sample the

conformational degrees of freedom in the chains, one could randomly choose a chain,

then randomly choose a dihedral angle. This angle could be displaced by some random

amount and the initial and final energies of the system could be computed. This energy

change could then be used to decide if the move should be accepted in exactly the

same manner as a translational displacement. The problem with this strategy is that

even for a small change of a dihedral angle in the center of the chain, there could be

a large displacement of the chain ends. This large displacement would lead to a very

high probability of overlap with a neighboring chain molecule, especially in a system

with a typical liquid density. Thus, the vast majority of these types of moves would be

rejected and very little phase space could be sampled. A similar problem arises when

carrying out particle transfer moves in the Gibbs ensemble. It is extremely unlikely to

find a favorable position by simply inserting an entire molecule in a single step.

To overcome this problem, the configurational-bias Monte Carlo (CBMC) technique

was developed [88, 89]. In the CBMC technique, the chain molecule is regrown one seg-

ment at a time, which greatly enhances the acceptance probability of a conformational

change. There are various descriptions of the CBMC algorithm, but for the present

discussion the procedure given in reference [90] will be described.

It is often useful, when using CBMC, to split the potential energy into bonded (uint)

and nonbonded (uext) parts. The bonded part of the potential, which may include tor-

sional, bending, and stretching potentials, is used to generate trial sites for the segments

of the chain. The nonbonded potential is then used to bias the selection of a trial site

from the rest of the trial sites. The separation of the potential into these two parts is

completely arbitrary and may be adjusted to increase efficiency for specific applications.

Consider the regrowth of a whole chain of s segments (see Figure 3.2). For segment

1 of the chain, k trial sites are placed at random positions in the simulation box and

one of them, call it i, is selected with a probability

P selecting
1i (bi) =

exp(−βuext
1i )

w1(n)
(3.7)
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Figure 3.2: Diagram of a CBMC regrowth or insertion. In the each step, random
locations for the next segment are generated (circles with dashed lines). One of these
sites is then selected according to its Boltzmann weight (shaded circles). Trial sites
resulting in unfavorable interactions with neighboring molecules or intramolecular strain
are unlikely to be selected.

where

w1(n) =

k
∑

j=1

exp(−βuext
1j ) (3.8)

and is termed the Rosenbluth weight of the first segment. Consecutive trial segments l

of the chain are then grown until the chain is complete by first generating k trial orien-

tations bi according to the Boltzmann weight of the internal potential of the segment

P generating
li (bi)db =

exp(−βuint
li )db

∫

exp(−βuint
l )db

(3.9)

One of the k trials is then selected with a probability, like the first segment, according

to the Boltzmann weight of its external potential

P selecting
li (bi) =

exp(−βuext
li )

wl(n)
(3.10)
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where

wl(n) =
k
∑

j=1

exp(−βuext
lj ) (3.11)

Once complete, the probability P (n) of growing the new chain may be computed from

the products of the probabilities of generating and selecting each segment

P (n) =

s
∏

l=1

P selecting
li P generating

li (3.12)

where the index i denotes the trial segment that was selected. Additionally, the Rosen-

bluth weight W (n) for the whole chain may be computed by

W (n) =

s
∏

l=1

wl(n) (3.13)

In order to compute the acceptance probability for the newly grown chain, the Rosen-

bluth weight W (o) for the old configuration of the chain must also be computed. To do

so k − 1 random positions for segment 1 are generated to compute the old Rosenbluth

weight for the first segment

w1(o) = exp(−βuext
1k ) +

k−1
∑

j=1

exp(−βuext
1j ) (3.14)

where exp(−βuext
1k ) is the actual external potential for the first segment in the old

configuration. The probability that this segment would have been selected is then

P selecting
1k (bk) =

exp(−βuext
1f )

w1(o)
(3.15)

Similarly, k − 1 trial orientations are generated for each of the subsequent segments by

the probability given in equation 3.9. The Rosenbluth weight for each of these segments

is given by

wl(o) = exp(−βuext
lk ) +

k−1
∑

j=1

exp(−βuext
lj ) (3.16)

and, again, exp(−βuext
lk ) is the actual external potential for the lth segment in the old

configuration. The probability that each of the kth segments would have been generated

and selected is, respectively

P generating
lk (bk)db =

exp(−βuint
lk )db

∫

exp(−βuint
l )db

(3.17)
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and

P selecting
lk (bk) =

exp(−βuext
lk )

wl(0)
(3.18)

and the overall probability P (o) of growing the old chain is

P (o) =
s
∏

l=1

P selecting
lk P generating

lk (3.19)

From the Rosenbluth weights of the each of old segments, the Rosenbluth weight for

the old configuration may be computed by

W (o) =

s
∏

l=1

wl(o) (3.20)

One can then express the ratio of probability densities of the new and old configurations

in terms of the probabilities of growing the chains and their Rosenbluth weights

ρnew

ρold

=
W (n)

W (o)

P (n)

P (o)
(3.21)

From this ratio, it can be shown that, in order to satisfy the proper statistical mechanical

probabilities, the move should be accepted with a probability of

Pacc = min

(

1,
W (n)

W (o)

)

(3.22)

In a similar manner, the CBMC technique may be applied not only to the regrowth

of a molecule but also to particle exchange [91, 92] and indentity interchange [93, 94]

moves in the Gibbs ensemble. This allows for the simulation of the phase equilibria of

large molecules, which would otherwise be impossible. It should also be noted that this

work makes use of the SAFE-CBMC algorithm [95] to regrow the interior portions of

longer chains, although this algorithm will not be discussed here.

3.2 The Transferable Potentials for Phase Equilibria Force

Field

In a Monte Carlo simulation the potential energy is of utmost importance because it

determines whether a move is accepted or rejected. Therefore, it is absolutely critical
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to have a potential energy function, or force field, that accurately represents the in-

teractions between the molecules in the system under study. If a force field does not

accurately describe these molecular interactions it will not accurately reproduce the

thermophysical properties observed in experiment. If these thermophysical properties

are not reproduced one cannot be confident in the molecular-level data gathered in the

simulation. Beyond accuracy, another highly desirable trait of a force field is transfer-

ability. Here, transferability has many different definitions. The force field parameters

for a given interaction site (say, the methyl group in butane) should be transferable to

different molecules (butanol). The force field should be transferable to different state

points (different pressures, temperatures, and compositions). The force field should be

transferable to different properties (thermodynamic, structural, and transport). The

Siepmann research group has devoted significant effort to the development of a force

field with these qualities. This force field is called called the Transferable Potentials for

Phase Equilibria (TraPPE) force field [96].

The present work extensively uses this force field, specifically TraPPE-UA, the

united-atom version [97, 98, 99, 100, 101, 102, 103], so some discussion should be de-

voted to a description of this force field and its development. The united-atom term

is used to denote that all CHx segments are represented as one interaction site rather

than, for example, using four interactions sites to describe a methyl (CH3) group. This

drastically reduces the time spent computing molecular interactions and sacrifices little

in the way of accuracy. All hydrogen atoms in other types of functional groups (for

example, OH and NH2) are accounted for explicitly.

There are two components to the TraPPE force field, an intermolecular (nonbonded)

and an intramolecular (bonded) part. The nonbonded interactions are described by a

combination of Lennard-Jones and Coulombic potentials. The former describes dis-

persive, or van der Waals, interactions and the latter describes first-order electrostatic

interactions between sites bearing partial charges. The general intermolecular potential

energy function is as follows:

U(r) =

N−1
∑

i=1

N
∑

j=i+1

4ǫij

(

σij

r12
ij

− σij

r6
ij

)

+
qiqj

4πǫorij

(3.23)

where r is the set of coordinates for all interaction sites in the system, N is the number

of interactions sites, rij is the distance between sites i and j, and ǫo is the permittivity
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Figure 3.3: Diagram of the TraPPE intramolecular potential.

of free space. The remaining variables parameters are fit to each type of interaction

site. In the Lennard-Jones portion of the potential, each interaction site is described

by a well-depth, ǫi, and diameter σi. For interactions between two sites i and j, the

Lorentz-Berthelot combining rules are applied ǫij =
√

ǫiǫj and σij = (σiσj)/2. For

the Coulombic portion of the potential, each interaction site is describe by a partial

charge qi.

The functional form for the intramolecular portion of the potential is

U(r) =
∑

dihedrals

utor(φ) +
∑

angles

kθ

2
(θ − θeq)

2 (3.24)

where the first sum runs over all possible dihedral (torsional) angles φ and the second

sum runs over all possible bond angles θ with force constants kθ and equilibrium angles

θeq. The functional form of the torsional potential utors varies, but it is usually a cosine

series. In the TraPPE force field, bond lengths are held fixed at their equilibrium values.

These bond lengths and the torsional and bond bending potentials are usually fit to po-

tential energy surfaces generated using high-level quantum mechanical calculations. In

addition, sites separated by four or more bonds in a molecule interact via the nonbonded

potential described by equation 3.23. A diagram depicting this intramolecular potential

is shown in Figure 3.3.

The parameters in the nonbonded portion of the potential (ǫ, σ, and q) are fit to

reproduce experimental vapor-liquid coexistence curves (VLCC’s, a plot of temperature

versus the vapor and liquid phase densities) for single component systems. This data is

used in the fitting process as it (1) covers a wide range of temperatures and pressures,

(2) is extremely sensitive to small differences in the parameters, and (3) since this force
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Figure 3.4: Diagram of the TraPPE parameterization philosophy.

field is intended for simulating processes that involve phase equilibria.

To fit the force field parameters for different molecules, a building up strategy is

employed (see Figure 3.4). This process ensures that parameters from functional groups

in one molecule are transferable to another and that very few new parameters need to

be fit when new molecules with different functional groups are to be described. This

process will be demonstrated for n-alkanes and n-alkanols. The process starts with

ethane, which is modeled as two CH3 groups. Since ethane is a nonpolar molecule,

there are no partial charges and only two parameters need to be fit, σCH3
and ǫCH3

.

Vapor–Liquid equilibrium (VLE) simulations of the molecule, using the Gibbs ensemble

technique, with multiple parameter sets allow one to locate the best parameter set to

reproduce the experimental data. Next, larger linear alkanes, for example butane are

examined. The parameters for the methyl group, σCH3
and ǫCH3

, can be transferred

from ethane and now only two new parameters need to be fit for the methylene group,

σCH2
and ǫCH2

, and again VLE simulations are employed for this purpose.

At this point the force field contains a parameter set that can describe any linear

alkane. However, one needs to simulate more than just alkanes, so this technique is

extended to include different functional groups. To describe methanol, the σCH3
and

ǫCH3
parameters are taken from ethane. Now, an optimum σO and ǫO are needed for the
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Figure 3.5: Validation of the TraPPE parameterization philosophy. Left, vapor–liquid
coexistence curves from experiment and simulation. The simulation data is shown as
symbols with methanol depicted as triangles, ethanol as circles, 1-pentanol as squares,
and 1-octanol as diamonds. Right, X-ray scattering intensities for the liquid phase (at
293 K and 1 atm). Simulation data is shown with symbols; methanol (triangles-up),
ethanol (circles), 1-propanol (squares), 1-butanol (diamonds), and 1-octanol (triangles-
down). In both plots the experimental data [104, 105] is shown as lines.

hydroxyl oxygen (no σ and ǫ are needed for hydrogen due to its small size). Additionally,

a set of partial charges needs to be optimized since methanol is a polar molecule. These

partial charges are located on the methyl, oxygen, and hydrogen sites and are denoted as

q1, q2, and q3, respectively. After these parameters are optimized to fit the experimental

VLE data, any linear alkanol can be described. For example, to describe propanol,

one would take the needed Lennard-Jones parameters from butane and methanol and

the three partial charges from methanol (see Figure 3.4). At this point, it is easy to

envision the extension of this technique to additional functional groups. This extension

has already been made and the TraPPE-UA forcefield is capable of describing the vast

majority of functional groups important for organic molecules [97, 98, 99, 100, 101, 102,

103].

To demonstrate the robustness of this fitting process two plots are shown (see Fig-

ure 3.5). The first shows the VLCC’s for a series of alcohols in comparison to experiment,
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and the agreement is excellent. In this plot, the only molecule to which parameters were

fit is methanol. The parameters for the other alcohols were transferred from methanol

and the alkanes as described above. The second plot in this figure shows the force field is

capable of reproducing the experimentally observed X-ray scattering intensities for the

liquid phase of these alcohols. In addition, this force field has been shown to accurately

reproduce the viscosities of various alcohols over a range of pressures [106]. At no point

was any structural or transport data used in the fitting process, therefore this is a great

testament to the transferability of the force field.

In addition to property prediction for single component systems, the TraPPE force

field has been successfully applied to numerous multicomponent systems. As will be

described later in this thesis, it can accurately predict free energies of retention (reten-

tion times) in RPLC and has done the same for previous work with gas chromatog-

raphy [107, 108, 109, 110, 111, 112, 113]. Additionally, and among other things, it

has been applied to accurately predict solute partitioning in a variety of other sys-

tems [114, 115, 116], phase diagrams in binary and ternary systems [117, 118, 119, 120],

Hildebrand solubility parameters [121], and phenomena involving nucleation and aggre-

gation [117, 122, 123, 124]. The ability of this force field to reproduce these various

experimentally measured quantities gives one great confidence as to the validity of the

molecular-level phenomena observed in the simulations.



Chapter 4

The Driving Forces for Retention

in RPLC

4.1 Background

Retention in RPLC is based upon the transfer of the solute from the mobile phase to

the stationary phase. Associated with this process is a free energy of transfer, or free

energy of retention, as it is called in this specific case. As discussed in Chapter 1, there

is some debate over what contributes more to this free energy, interactions with the

mobile phase or interactions with the stationary phase. Stated otherwise, what are the

thermodynamic driving force for retention? On one side of this issue is the “solvophobic”

view of Horváth and coworkers [16, 17, 18] and on the other side is the “revisionist” or

“lipophilic” view of Carr and coworkers [11, 12, 15]. This chapter describes simulations

aimed at assessing the validity of these two viewpoints and understanding the origin of

these driving forces at the molecular-level. Before discussing the simulation results is

pertinent to give a little background on the solvophobic and lipophilic views.

The solvophobic theory [16, 17, 18] is a detailed thermodynamic treatment and has

been successful in predicting retention times in RPLC. The theory suggests that the

overall free energy of retention in RPLC is driven by unfavorable interactions of the

† This chapter describes the outcome of a collaborative research project carried out by Jake L.
Rafferty and Li Sun and advised by J. Ilja Siepmann and Mark. R. Schure. A report on this research
project has been submitted [76].
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Gas phase

Mobile phase Stationary phase

∆Gmob

∆Gretn

∆Gstat

Figure 4.1: Thermodynamic cycle used to decompose the free energy of retention into
mobile and stationary phase contributions.

solute with the mobile phase. These unfavorable interactions arise from the free energy

penalty for cavity creation in the hydrogen bonding network of the aqueous-organic

mobile phase. Retention, or transfer of a solute from mobile to stationary phase, is

driven by the mobile phase because this free energy penalty is ameliorated when the

solute leaves the mobile phase and enters the stationary phase. In the solvophobic

theory, the stationary phase plays a relatively passive and minor role in the retention

process.

The revisionist view [11, 12, 15] suggests that favorable interactions between the

solute and the stationary phase drive the transfer from mobile to stationary phase.

To arrive at this conclusion, the net free energy of retention was decomposed into the

thermodynamic cycle shown in Figure 4.1. By introducing an ideal gas reference state

as an intermediate step in the transfer between mobile and stationary phases, one can

separate the free energy contributions of the mobile and stationary phases by separately

measuring the free energy change in the mobile to vapor phase transfer (∆Gmobile) and

the vapor to stationary phase transfer (∆Gstat). The sum of these two quantities then

gives the free energy of retention.

∆Gretn = ∆Gmob + ∆Gstat (4.1)

Using liquid n-hexadecane as a model stationary phase, aqueous-organic solvents

as the mobile phase, and an ideal gas reference phase, Carr and coworkers have mea-

sured the mobile and stationary-phase contributions to the free energy of retention for

both nonpolar and polar solutes [11, 12, 15]. In contrast to the solvophobic theory, it

was found that the net free energy of retention for the nonpolar methylene group is
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dominated by stationary-phase contributions, that is |∆Gret| ≃ |∆Gstat| > |∆Gmob|
over a wide range of methanol/water and acetonitrile/water mobile-phase composi-

tions [11, 15]. Additionally, the mobile to gas phase transfer is unfavorable (∆Gmob > 0),

rather than favorable as predicted by the solvophobic theory, for mobile phases with

more than 40% volume fraction of organic solvent [15]. For polar groups, it was shown

that the net contribution of the stationary phase is less than the mobile phase. How-

ever, ∆Gmob was always positive and, therefore, not due to solvophobic interactions [12].

Thus, for both nonpolar and polar solutes it is not solvophobism that drives solutes from

the mobile phase, rather these solutes prefer the mobile phase to the ideal gas state.

Guided by Carr’s work, the present study makes use of molecular simulation to ex-

amine the partitioning of small alkane and alcohol solutes between liquid n-hexadecane,

various aqueous-organic solvents, and an ideal vapor phase. Liquid hexadecane is cho-

sen as the model RPLC stationary phase as it is more convenient to simulate than the

explicit RPLC stationary phase, which consists of alkyl chains chemically grafted to a

silica surface. This choice is rationalized by the fact that there is an excellent correla-

tion between free energies of retention in RPLC and free energies of transfer between

typical mobile phases and hexadecane, at least for nonpolar solutes [11, 15]. Thus, for

the assessment of thermodynamic driving forces, liquid hexadecane should serve as a

good model. In subsequent chapters simulations of the explicit RPLC system, which

probe other important aspects of the retention mechanism, will be discussed.

Seven different solvents with varying concentrations of water/acetonitrile or wa-

ter/methanol were studied. Multiple solvent systems were studied for a couple of rea-

sons. First, selectivity in RPLC is most often optimized by adjusting the mobile-phase

composition so it is important to understand these effects. Second, it has been reported

that the thermodynamics for the retention process are different depending on whether

water/acetonitrile or water/methanol are used [15, 125, 126, 127]. This difference has

been attributed to the tendency of the organic component in the water-acetonitrile mix-

ture to preferentially solvate the solute, perhaps through the formation of acetonitrile

clusters. In addition to allowing for the precise calculations of free energies of transfer

between the various phases, the molecular-level data generated from the simulations

can be used to analyze solvation environments of the solutes to examine effects such as

clustering and preferential solvation.
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Table 4.1: Total number of molecules in each of the simulated systems.
WAT 33A/33M 67A/67M ACN/MET

water 864 576 288 0
organic modifiera 0 288 576 864
n-hexadecane 216 216 216 216
helium 10 10 10 10
other solute typesb 2 2 2 2
aFor systems 33A, 67A,and ACN the organic modifier is acetonitrile, while it is methanol
in systems 33M, 67M, and MET
bIncludes methanol, ethanol, 1-propanol, methane, ethane, propane, and n-butane

4.2 Simulation Details

To examine the partitioning of solutes between liquid n-hexadecane, various aqueous-

organic solvents, and a vapor phase, coupled-decoupled configurational-bias Monte Carlo

(CBMC) simulations [89, 90, 98] were carried out in the isobaric-isothermal (NpT )

version of the Gibbs ensemble [83]. All simulations utilized a temperature of 323.15 K,

and a pressure of 1 atm. Seven different solvent-phase compositions were used for this

study: pure water (denoted as system WAT), 33% molfraction acetonitrile (33A), 67%

acetonitrile (67A), pure acetonitrile (ACN), 33% methanol (33M), 67% methanol (67M),

and pure methanol (MET). For reference, systems 33A and 67A correspond to roughly

59% and 86% volume fraction acetonitrile and systems 33M and 67M correspond to

roughly 53% and 82% volume fraction methanol, respectively. Also present in each

simulation were a set of 14 solutes consisting of small normal alkanes and alcohols. The

total number of each molecule type used in the seven systems is listed in Table 4.1.

The present Gibbs ensemble simulations made use of three separate simulation boxes

that are in thermodynamic contact but do not share an explicit interface. The first box

contains the hexadecane phase, the second box the aqueous-organic solvent phase, and

the third box an ideal helium gas phase. The volume of each of the three boxes was

allowed to fluctuate in response to the external pressure so that each box would achieve

mechanical equilibrium at the specified pressure. Thermal equilibrium was achieved

by allowing the particles within a given box to translate, rotate, and undergo CBMC

regrowths. Phase equilibrium was attained by allowing particle exchange between the

various boxes with CBMC particle exchange [91, 92] and identity interchange [93, 94]
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Table 4.2: Average number of solvent molecules in each simulation box.a

mobile stationary vapor

System NH2O Norganic NH2O Norganic NH2O Norganic

WAT 860.21 – 0.193 – 3.61 –
33A 572.11 281.53 0.201 3.82 3.71 4.61

67A 287.12 563.52 0.151 5.81 2.71 6.61

ACN – 844.85 – 10.74 – 8.442

33M 572.42 283.54 0.133 1.52 3.41 4.93

67M 286.82 5591 0.296 6.38 2.91 10.45

MET – 8242 – 222 – 18.54
aSubscripts indicate the statistical uncertainty in the final digit.

moves. While water, acetonitrile, methanol, helium, and the solute molecules were

allowed to transfer between all three phases, the n-hexadecane molecules were confined

to the first box because their solubility in the aqueous-organic phase and saturated

vapor pressure are extremely low. The principal advantage of the Gibbs ensemble in

this work is that the properties of coexisting phases at a given state point, such as

the solubility of the aqueous-organic solvent in hexadecane and free energies of solute

transfer, can be computed in a single simulation directly from a mechanical property,

namely the number densities of each species in the different phases [85, 86]

∆Ga→b = −RT ln K = −RT ln
ρb

ρa
(4.2)

where ρi is the number density of the species in phase i. Thus, based upon the dis-

tribution of each solute between the three phases, one can compute the free energy of

retention and its mobile and stationary-phase components as defined in Figure 4.1.

Due to the relatively large number of solutes present in the simulation it was nec-

essary to control the average number of solute molecules in the hexadecane and solvent

phases in order to prevent overloading of these phases and to enhance sampling for

species that had low solubility in a given phase (e.g., butane in the aqueous phase).

This was accomplished by applying a uniform bias potential to each solute type in each

box. The bias potential was adjusted such that each solute, on average, was distributed

about evenly between the three boxes. The free energies of transfer calculated from the

simulations via equation 4.2 above were adjusted to account for these bias potentials.

No bias potentials were applied to the solvent species. The resulting average numbers
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of solvent molecules present in each box are given in Table 4.2.

To describe the intra and intermolecular interactions in these systems, the TIP4P

model [128] was used for water while alkanes, alcohols, acetonitrile, and helium were

represented by the united-atom version of the transferable potentials for phase equilibria

(TraPPE) force field [97, 100, 102, 129]. A spherical truncation of 14 Å and analytical

tail corrections [80] were used for Lennard-Jones interactions while Coulombic inter-

actions were evaluated with the Ewald summation technique [80] using a direct space

cutoff of 14 Å and a convergence parameter of κ = 0.2.

Ten independent simulations were carried out for each of the seven solvent com-

positions. Each simulation was equilibrated for at least 105 Monte Carlo (MC) cycles

(one MC cycle equals N moves, where N is the total number of particles in the system)

and, thereafter, 2×105 MC cycles of production were carried out. Therefore, a total

of 2×106 MC cycles were available to calculate averages for each solvent composition.

To estimate uncertainties in the simulation results, standard errors of the mean were

determined from the 10 independent simulations.

4.3 Results and Discussion

As mentioned in section 4.2, simulations in the Gibbs ensemble allow one to directly

compute free energies of transfer between separate phases. These free energies of transfer

between the three phases simulated are presented in Table 4.3 for each of the different

solutes examined. From these individual solute transfer free energies the methylene

and hydroxyl incremental free energies were computed (see Table 4.4). The methylene

increment, ∆GCH2 , is defined as the change in the free energy of transfer upon increasing

solute size by one CH2 group. As described by the Martin equation [130], this quantity

can be found from the slope of a plot of the free energy of transfer versus number of

carbons for the n-alkanes. The methylene increment will be one of the focal points in

subsequent discussion since it serves as a prototypical non-polar group present in many

compounds and because it allows the data from the current work on small solutes to

be extended to larger species. To compare the behavior of non-polar and polar groups,

the hydroxyl increment, ∆GOH, was also computed. This quantity is defined as the

difference in transfer free energy between an n-alkanol and an n-alkane with the same
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Table 4.3: Free energies of solute transfer between the stationary, mobile and vapor
phases.a

∆Gmob→stat (∆Gret)
WAT 33A 67A ACN 33M 67M MET

methane − 8.498 − 3.975 − 2.092 − 1.113 − 4.548 − 2.354 − 0.614

ethane − 12.21 − 5.656 − 3.074 − 1.774 − 6.61 − 3.635 − 1.395

propane − 15.91 − 7.299 − 4.114 − 2.465 − 8.51 − 4.827 − 2.037

butane − 19.72 − 9.01 − 5.127 − 3.107 − 10.31 − 5.999 − 2.639

methanol 16.02 15.82 14.81 11.81 17.04 14.44 11.64

ethanol 11.62 13.42 13.11 10.81 12.03 12.74 10.74

propanol 7.92 11.32 11.71 9.92 10.04 11.13 9.93

∆Gmob→vap (∆Gmob)
WAT 33A 67A ACN 33M 67M MET

methane − 10.11 − 5.535 − 3.672 − 2.653 − 6.148 − 3.943 − 2.183

ethane − 9.719 − 3.175 − 0.593 0.744 − 4.149 − 1.164 1.085

propane − 10.71 − 2.157 1.053 2.744 − 3.379 0.336 3.126

butane − 11.82 − 1.129 2.784 4.806 − 2.51 1.859 5.217

methanol 19.01 19.31 18.31 16.21 19.91 19.41 18.91

ethanol 17.21 19.31 19.01 17.51 19.61 20.01 20.21

propanol 16.02 19.81 20.31 19.31 19.91 21.01 21.81

∆Gvap→stat (∆Gstat)
WAT 33A 67A ACN 33M 67M MET

methane 1.572 1.561 1.571 1.551 1.602 1.581 1.571

ethane − 2.512 − 2.482 − 2.482 − 2.512 − 2.482 − 2.472 − 2.491

propane − 5.183 − 5.153 − 5.163 − 5.192 − 5.153 − 5.152 − 5.162

butane − 7.933 − 7.865 − 7.894 − 7.903 − 7.854 − 7.842 − 7.853

methanol − 3.02 − 3.41 − 3.51 − 4.41 − 2.93 − 5.14 − 7.34

ethanol − 5.62 − 5.91 − 5.91 − 6.81 − 5.33 − 7.34 − 9.54

propanol − 8.12 − 8.51 − 8.51 − 9.31 − 8.03 − 9.93 − 11.94
aSubscripts indicate the statistical uncertainty in the final digit.

number of carbons.

As can be seen in Table 4.4 the free energy of transfer from mobile to stationary

phase (the free energy of retention, ∆Gretn) is negative and favorable at all mobile-phase

compositions for the methylene group, although it becomes less favorable as the con-

centration of the organic component in the mobile phase increases. When comparing

water/acetonitrile and water/methanol mobile phases with the same fraction of organic
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Table 4.4: Incremental free energies of transfer between stationary, mobile, and vapor
phases for methylene and hydroxyl groups.a,b

WAT 33A 67A ACN 33M 67M MET

∆GCH2

mob→stat (∆GCH2

retn ) −3.768 −1.628 −1.022 −0.662 −1.863 −1.183 −0.612

−3.62 −1.77 −1.10 −0.74 −1.94 −1.16 −0.75

∆GCH2

mob→vap (∆GCH2

mob) −1.058 1.067 1.682 2.032 0.823 1.513 2.062

−1.05 1.13 1.60 1.87 0.67 1.39 1.84

∆GCH2

vap→ret (∆GCH2

stat ) −2.711 −2.682 −2.711 −2.691 −2.681 −2.681 −2.681

−2.57 c

∆GOH
mob→stat (∆GOH

retn) 23.82 18.82 16.01 12.52 20.73 16.14 12.03

∆GOH
mob→vap (∆GOH

mob) 26.81 22.22 19.41 16.71 23.51 20.93 18.91

∆GOH
vap→stat (∆GOH

stat) −3.02 −3.42 −3.41 −4.21 −2.93 −4.84 −6.94

aSubscripts indicate the statistical uncertainty in the final digit.
bExperimental values [15] in italic.
cExperimental value available only for the vapor to neat hexadecane transfer, whereas
simulation results are for solvent-saturated hexadecane.

modifier, the methanol containing systems show more favorable free energies of reten-

tion for the methylene group, but the difference is rather small (about 0.2 kJ/mol).

For validation of these simulation results, the experimental values for the methylene

increment are also presented in Table 4.4 [15]. The simulated values are in excellent

agreement with experiment with a mean unsigned error of 0.11 kJ/mol.

In contrast to the methylene increment, the free energy of retention for hydroxyl

group is much larger and positive (unfavorable) for all solvent compositions. For exam-

ple, in system WAT the free energy of retention is 28 kJ/mol greater for the hydroxyl

increment than it is for the methylene increment. Unlike the methylene group, the free

energy of retention becomes more favorable as the concentration of organic component

is increased. The change in free energy with changing mobile-phase composition is also

much more dramatic for the hydroxyl increment than for the methylene increment. The

hydroxyl increment decreases by about 11 kJ/mol when going from system WAT to

systems ACN or MET, while it increases by about 4 kJ/mol for the methylene group.
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Furthermore, the differences in the transfer free energies for systems with the same or-

ganic modifier concentration are significantly larger for the hydroxyl group increment

than for the methylene group.

To gain a better understanding of driving forces for solute transfer from mobile to

stationary phase, the free energy of retention is broken into two components, namely

the mobile and stationary-phase contributions, as outlined in Section 4.1. The following

two sections will discuss these two contributions for both nonpolar and polar groups and

offer a molecular level analysis of the solvation environment of the solutes in the mobile

and stationary phases.

4.3.1 Mobile to Vapor Phase Transfer

The Nonpolar Methylene Group

In the thermodynamic cycle shown in Figure 4.1, the free energy of transfer from mobile

to vapor phase represents the mobile phase contribution to the free energy of retention,

or ∆Gmob. For the methylene group, ∆Gmob is favorable (negative) only for system

WAT. For systems 33A and 33M, ∆Gmob is unfavorable and becomes increasingly posi-

tive as the molfraction of organic modifier is increased (Table 4.4). Thus, in most cases

the methylene group prefers the solvent phase to the ideal gas phase and solvophobic

forces only contribute to the retention process when the mobile phase is rich in water.

Another interesting observation is that the acetonitrile containing systems 33A and 67A

have slightly more positive ∆Gmob than their 33M and 67M counterparts. That is, more

free energy is required to remove the methylene group from a water/acetonitrile phase

than from a water/methanol mobile phase of the same composition. This is in agreement

with the experimental data [15]. In addition to free energy, Carr and coworkers have

reported that the enthalpy and entropy of transfer for the methylene group is generally

more positive in water/acetonitrile mixtures than in water/methanol mixtures [15]. To

better understand these differences in thermodynamics for the mobile to vapor phase

transfer a molecular-level analysis of the solvent structure around the methylene group

was carried out.

It is often argued that these differing thermodynamics are caused by aggregation

of the organic component in water/acetonitrile mixtures. These acetonitrile enriched
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Figure 4.2: Snapshots of the mobile phase for the binary solvent systems. For water, oxy-
gen is shown in red and hydrogen in white. For the organic component, nitrogen/oxygen
is shown in blue, carbon in cyan, and hydrogen in white. The component with the lower
molfraction is depicted as spheres while the higher molfraction component is depicted
as tubes.

regions can more favorably solvate the solute than a mixture of water/methanol, which

is thought to be more uniform (homogeneous) with respect to the local composition [125,

126, 127, 131]. To visualize if these clusters are present in our simulations, snapshots

of the mobile phase for systems 33A, 67A, 33M, and 67M are shown in Figure 4.2.

Upon examination of these snapshots, significant clustering of acetonitrile in systems

33A and 67A does not appear to be present. If anything, it appears that the water

molecules in system 67A show a tendency to aggregate. Similar conclusions can be

drawn from the snapshots of systems 33M and 67M. Thus, in all of the binary systems
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Figure 4.3: Local mole fraction enhancements around solvent molecules in the mobile
phase. The upper panel shows the enhancement of the organic component of the solvent
around itself and the lower panel shows the enhancement of water around itself.

studied here, there does not appear to be significant clustering of the organic component

of the solvent. However, it should be noted that each of these snapshots represent

a single configuration of the millions generated during the simulation. To quantify

these observations, ensemble-averaged properties measuring the extent of clustering

were computed for each of the solvent systems.

Figure 4.3 presents radial profiles for the local molfraction enhancement around

organic and water molecules in the solvent phase of systems 33A, 67A, 33M, and 67M.

For the organic modifier, the plots show the molfraction of organic component relative

to the bulk mole fraction as a function of distance from the organic molecule. Values

greater than one for the profile indicate that there is an enrichment organic molecules

around themselves, i.e., a tendency to cluster. The larger the distance r from the

molecule that this enhancement exists indicates how far the cluster extends. For water

molecules, the same quantity is presented but for the enrichment of water around itself.

The largest local molfraction enhancement for the organic modifier is seen in system
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Figure 4.4: Local mole fraction enhancements around solute methyl and hydroxyl groups
in the mobile phase. Enhancement of the organic component of the solvent around
methyl groups is shown in the upper panel while the enhancement of water around
hydroxyl groups is shown below.

33A. However, this enhancement is relatively weak, peaking just short of 1.1 at r ≈ 6 Å.

There is an even smaller enhancement in system 33M and no appreciable enhancement

in systems 67A and 67M. Upon examining the local molfraction enhancement of water

around itself, a more distinct solvent structure is observed. In system 67A, an en-

hancement of nearly 3 is observed at r ≈ 3 Å. This enhancement drops quickly as r is

increased to 4 Å but decays slowly after that. Thus, there is a very strong enrichment

of the water molfraction in the first solvation shell of a water molecule and a weaker,

but persistent, enrichment after that. Similar, but less dramatic, trends are observed

for system 67M and these trends become even less noticeable for systems 33A and 33M.

From these local molfraction enhancements, it appears that acetonitrile clusters are not

an important species, rather water tends to aggregate in the organic-rich solvents.

The local molfraction enhancements in Figure 4.3 describe the solvation environ-

ment around solvent molecules, however it is also important to examine the solvation
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environment around solutes. For this reason, Figure 4.4 shows the local molfraction en-

hancement of the organic modifier around solute methylene groups and the enhancement

of water around solute hydroxyl groups in systems 33A, 67A, 33M, and 67M. There is

a significant enhancement of the organic modifier around methylene groups in systems

33A and 33M. This enhancement peaks near r ≈ 6 Å and is stronger in system 33A

with a peak value of just over 1.4 as compared 1.3 in system 33M. The enhancement

decays rather slowly and is still present, albeit slight, at r = 10 Å. For systems 67A and

67M the enhancement of the organic modifier around methylene groups is much weaker,

reaching a maximum of around 1.1. Thus, for mobile phases with lower organic com-

position, there is a significant preferential solvation of methylene groups by the organic

component of the solvent and the preference is stronger for acetonitrile mixtures.

Additional information on the solvation environment of methylene groups in each

of the systems studied can be gleaned by g(r), or the radial distribution functions

(RDFs), shown in Figure 4.5. The RDFs shown are between solute methylene groups

and various groups/atoms present in the different solvent molecules. Complimentary

to the local molfraction enhancement around methylene groups shown in Figure 4.4,

the RDFs also indicate that there is an enhancement of the organic component of the

solvent around the methylene group. For systems 33A, 67A, 33M, and 67M the RDFs

between methylene groups and acetonitrile or methanol atoms have larger values than

the corresponding RDFs between methylene groups and water oxygens at distances up

to r ≈ 7 Å. In this region water is depleted (g(r) <1) and the organic component is

enriched (g(r) >1).

Another interesting effect can be seen by comparing the RDFs involving acetonitrile

nitrogen atoms and methyl groups with the RDFs involving methanol oxygen atoms and

methyl groups. For acetonitrile, the first peak in g(r) is at roughly the same position

for the nitrogen and the methyl group. For methanol, the peak due to the methyl group

occurs about 1 Å closer to the solute methylene group than does the peak for the oxygen.

Therefore, acetonitrile shows no preferred orientation when solvating a methylene group

whereas methanol prefers to align its methyl group towards the solute methylene group

and its oxygen atom away.

The data shown in the local molfraction enhancement profiles and RDFs indicate

that there is preferential solvation of the methylene group by the organic component of
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Figure 4.5: Radial distribution functions between solute methylene groups and solvent
atoms/groups in the mobile phase.

the solvent and that this enhancement is not due to the preexisting clusters of organic

modifier. Thus, it appears that the solvent can rearrange itself to accommodate the

solute. To discern if this rearrangement of the solvent structure disrupts the hydrogen

bonding network within the solvent, the number of hydrogen bonds per solvent molecule

was computed for free solvent molecules and for solvent molecules within the first sol-

vation shell of any methylene group (see Table 4.5). A hydrogen bond is defined by

the following geometric criteria: An oxygen–oxygen or nitrogen–oxygen distance less

than 3.3 Å, an oxygen–hydrogen or nitrogen–hydrogen distance less than 2.5 Å, and a

hydrogen bond angle with a cosine less than −0.1 [132].

In the Lum-Chandler-Weeks theory of hydrophobic solvation, it was predicted that

the hydrogen-bonded network of the solvent is not disrupted by small nonpolar solutes,
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Table 4.5: Number of hydrogen bonds for mobile phase molecules outside and inside
the solvation shell of alkane CH2 groups.a,b

N in
H−bonds

b Nout
H−bonds

c N lost
H−bonds

d

WAT water 3.6761 3.6032 0.81

33A water 3.1041 2.9262 0.193

acetonitrile 1.0381 0.9003 0.233

Total: 0.424

67A water 2.5671 2.4352 0.051

acetonitrile 0.5141 0.4473 0.172

Total: 0.223

33M water 3.3391 3.2112 0.204

methanol 2.1671 2.1392 0.022

Total: 0.225

67M water 3.1251 2.9903 0.092

methanol 2.0101 1.9831 0.153

Total: 0.233

MET methanol 1.8701 1.8382 0.145
aSubscripts indicate the statistical uncertainty in the final digit.
bAverage number of hydrogen bonds for solvent molecules outside the solvation shell of
any alkane CH2 group.
cAverage number of hydrogen bonds for solvent molecules inside the solvation shell of
any alkane CH2 group.
dAverage number of hydrogen bonds lost by the solvent phase when solvating an incre-
mental CH2 group.

such as the ones examined here [133]. The present data indicates that there is a slight

disruption in the hydrogen bonding for all solvents (except in system ACN, since ace-

tonitrile cannot hydrogen bond with itself). For example, in system WAT, each water

molecule solvating a methylene group loses only 0.073, or 2.0%, of its hydrogen bonds.

For the mixtures, the water molecules in the first solvation shell lose a somewhat larger

number of their hydrogen bonds. While the decrease in hydrogen bonds for acetonitrile

molecules in the first solvation shell is similar to that for water molecules, methanol

molecules lose a significantly smaller number of hydrogen bonds, presumably because
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the methanol molecules orient themselves with the hydroxyl group pointing away from

the non-polar methylene group.

Another metric of the disturbance of the hydrogen-bonded network in the first solva-

tion shell is the total number of hydrogen bonds, N lost
H−bonds lost upon increasing the so-

lute size by one methylene group, i.e., the difference in loss for n-butane versus propane.

As is evident from the numbers summarized in Table 4.5, the loss is largest in WAT

with a value of 0.8, this is followed by 33A (0.42), then systems 67A, 33M, and 67M

(0.22), and the loss (0.14) is smallest in neat methanol.

As mentioned at the beginning of this section, the calculated free energies of transfer

from mobile to vapor phase are slightly more positive for the acetonitrile mixtures and

experimental measurements have shown that the enthalpy and entropy of transfer are

also more positive for acetonitrile mixtures [15]. Because the acetonitrile and methanol

mixtures show similar changes in hydrogen bonding upon solvating the methylene group,

it appears that the differences in the thermodynamics between these mixtures may

be the result of acetonitrile’s greater preferential solvation of the methylene group as

compared to methanol (see Figure 4.4). It was shown that no significant clustering

of acetonitrile occurs in the absence of solute. Thus, when solvating the methylene

group, the acetonitrile mixture must undergo significant changes in solvent structure

to accomplish this preferential solvation. When the solute transfers from mobile to

vapor phase it loses this favorable solvation environment (explaining the more positive

enthalpy) and the solvent rearranges to a more disordered state (explaining the more

positive entropy).

The Polar Hydroxyl Group

The free energies of transfer for the hydroxyl group from the various mobile-phase

solvents to the ideal gas phase (or ∆Gmob, the mobile-phase contribution to the free

energy of retention) are listed in Table 4.4. Regardless of mobile-phase composition,

∆Gmob for the hydroxyl group is always positive and is much more unfavorable than for

the methylene group. Also in contrast to the methylene group, the transfer becomes less

unfavorable as the concentration of the organic modifier is increased. For the methylene

group, ∆Gmob increases from −1.73 kJ/mol in pure water to 2.04 kJ/mol in methanol,

while it decreases from 26.6 to 19.0 kJ/mol for the hydroxyl group. These trends in
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free energy of transfer with changing mobile-phase composition can be explained by

examining the solvation environment of the hydroxyl group.

The local molfraction enhancements of water molecules around the hydroxyl groups

are shown in Figure 4.4. The plots indicate that there is a preferential solvation of the

hydroxyl group by water, in contrast to the methylene group, which is preferentially

solvated by the organic modifier. The enhancement around hydroxyl groups is also

more pronounced than the enhancement around methylene groups. However, it is a

shorter ranged enhancement mainly tailing off by about 4 Å. This preferential solvation

of hydroxyl groups by water is strongest in the acetonitrile mixtures and at the lower

water molfractions. It should be noted here that the local molfraction enhancements

of water around the hydroxyl group is very similar to that of water around water,

whereas a stronger enhancement of the organic modifier was found around the solute

methylene group than around another organic modifier molecule (compare Figure 4.4 to

Figure 4.3). The preference of the hydroxyl group to be solvated by water is at least one

reason for the decrease in the mobile to vapor phase transfer free energy with decreasing

water concentration.

Figure 4.6 shows solute–solvent RDFs involving the hydroxyl oxygen atom of propan-

ol, the largest of the alcohol solutes investigated here. As already inferred from the mol-

fraction enhancements, there is an enhancement of hydrogen bond peak (r = 2.8 Å) be-

tween propanol and water for all mixtures. The O(Pr)–O(Water) peak height increases

with decreasing concentration of water and is higher for the mixtures with acetonitrile

than methanol at the same molfraction of organic modifier. In addition, the peak height

for hydrogen-bonding to either the nitrogen atom of acetonitrile or the oxygen atom of

methanol also increases with increasing modifier concentration, presumably because of

the reduced competition with water due to the decreasing water concentration. Fur-

thermore, the peak height for O(Pr)–O(MeOH) exceeds that for O(Pr)–N(ACN) at the

same concentration because the methanol molecule can both accept or donate a hy-

drogen bond to the hydroxyl group of propanol, whereas the acetonitrile molecule can

only act as hydrogen bond acceptor. From the positions of the first peak in the RDFs

with the organic modifier’s polar and methyl ends, one can conclude that the organic

modifiers are preferentially oriented with their polar side pointing toward the hydroxyl

group of the solute.
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Figure 4.6: Radial distribution functions between propanol’s oxygen atom and solvent
atoms/groups in the mobile phase.

Further information about the solvation environment of the hydroxyl group can be

found in Table 4.6, which shows the number of hydrogen bonds per solute hydroxyl

group in the mobile, stationary, and vapor phases. Upon comparing the number of hy-

drogen bonds in the different mobile phases, one sees the number of hydrogen bonds per

solute decreases in the order WAT>33M>67M≈33A>M>67A>A. That is, the number

hydrogen bonds decreases as the concentration of water decreases. This correlates well

with the decrease in ∆Gmob with decreasing water concentration. Furthermore, there

is more hydrogen bonding for the solute in the methanol containing mobile phases than

in the acetonitrile phases (methanol can both donate and accept hydrogen bonds while

acetonitrile can only accept). This explains why there is a larger free energy penalty

to go from mobile to vapor phase in methanol mixtures as compared to acetonitrile
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Table 4.6: Number of hydrogen bonds per propanol solute molecule in the mobile,
stationary, and vapor phases.a,b

Mobile Stationary Vapor
Ndon Nacc Ntot Ndon Nacc Ntot Ndon Nacc Ntot

WAT 1.472 0.911 2.382 0.203 0.213 0.414 0.0132 0.0254 0.0384

33A 0.911 1.051 1.961 0.322 0.132 0.452 0.0293 0.0182 0.0473

67A 0.911 0.671 1.581 0.321 0.061 0.381 0.0334 0.0155 0.0485

ACN 0.891 0.011 0.901 0.471 0.081 0.531 0.0403 0.0051 0.0453

33M 0.891 1.251 2.141 0.285 0.296 0.576 0.0348 0.0384 0.0728

67M 0.911 1.081 1.991 0.624 0.633 1.255 0.122 0.132 0.253

MET 0.941 0.921 1.851 0.821 0.782 1.612 0.0722 0.0932 0.1653
aSubscripts indicate statistical uncertainty in the final digit.
bNtot, Nacc, and Ndon refer to the average total number of hydrogen bonds and the
average number accepted and donated (per propanol solute molecule).

mixtures of the same compositions.

In summary, the mobile-phase contribution to retention (transfer from mobile to

vapor phase) is highly unfavorable for the hydroxyl group. In aqueous-organic mixtures,

water shows preferential solvation of the hydroxyl group and the main factor leading to

this unfavorable transfer is a loss of hydrogen bonding for the solute hydroxyl group.

4.3.2 Vapor to Stationary Phase Transfer

The second leg of the thermodynamic cycle shown in Figure 4.1 is the transfer from ideal

gas to stationary phase. This leg represents ∆Gstat, the stationary-phase contribution to

the free energy of retention. The following two subsections will examine this contribution

for the nonpolar methylene and polar hydroxyl groups. Before this discussion, it is

pertinent to note that there are important differences in the hexadecane stationary phase

for the different solvent systems. Because the stationary phase is in thermodynamic

contact with the mobile phase, solvent molecules will partition into the stationary phase

to an extent based on their solubility. Table 4.2 shows the average number of solvent

molecules in the stationary phase. Water is not very soluble in the nonpolar stationary

phase, so very few solvent molecules are found in the stationary phase in system WAT.

However, as the fraction of organic modifier is increased, a significant number of solvent

molecules partition into the stationary phase. In systems ACN and MET, there are
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10.7 and 21.5 solvent molecules in the hexadecane stationary phase corresponding to

molfraction of 0.047 and 0.091, respectively. In comparison to experimental data [134,

135], these simulated solubilities are slightly underestimated.

The Nonpolar Methylene Group

For the methylene group, ∆Gstat is close to −2.7 kJ/mol irrespective of the mobile-

phase composition (see Table 4.4). Thus, the increase in solvent partitioning into the

stationary phase at higher organic molfractions has no effect on the partitioning of the

nonpolar solute. This is not of great surprise as the molfraction of organic modifier is

always less than 0.1 (and the volume fraction is even smaller) and since the nonpolar

methylene group will have the same type of molecular interactions with hexadecane and

the solvent, i.e., mainly dispersive.

Significant in the context of the driving forces for retention is that the free energy

of transfer from vapor to stationary phase, or ∆Gstat, is negative and favorable for the

methylene group, unlike ∆Gmob, which was generally positive and unfavorable. There-

fore, the stationary phase contributes much more to the overall negative free energy of

retention for the methylene group. It should also be noted that, unlike ∆Gstat, ∆Gmob

changes when the organic modifier concentration is increased. Thus, the selectivity for

nonpolar solutes is controlled to a much greater extent by the mobile phase than it is

by the stationary phase.

The Polar Hydroxyl Group

The free energies of transfer from vapor to stationary phase for the hydroxyl group are

given Table 4.4. Like the methylene group ∆Gstat is favorable for the hydroxyl group in

all systems studied. This is in contrast to ∆Gmob for the polar hydroxyl group, which

is unfavorable. Unlike for the methylene group, the mobile-phase composition has a

significant effect on the transfer of the hydroxyl group from vapor to stationary phase.

As the concentration of the organic modifier is increased the transfer from vapor to

stationary phase becomes more favorable. Additionally, when comparing organic-rich

acetonitrile to methanol (systems 67A, 67M, ACN, and MET), the methanol containing

stationary phases at the same mobile-phase composition have a more negative and

favorable ∆Gstat.
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Figure 4.7: Snapshots of the stationary phase for systems ACN (left) and MET (right).
Hexadecane molecules are depicted as gray tubes while solvent and solute molecules are
shown as spheres with carbon in cyan, oxygen in red, nitrogen in blue, and hydrogen in
white.

The change in ∆Gstat with changing mobile-phase composition stems from the solu-

bility of acetonitrile and methanol in the stationary phase. The presence of acetonitrile

and methanol gives rise to hydrogen bonding sites for the hydroxyl group within the

stationary phase. Note that the numbers of water molecules present in the stationary

phase is smaller (by factors of 10 to 40) than the numbers of organic modifier molecules

(see Table 4.2). As shown in Table 4.6, the solute hydroxyl group is able to form a

significant number of hydrogen bonds while in the stationary phase, ranging from 0.41

in system WAT to 1.61 in system MET. The number of hydrogen bonds correlates well

with ∆Gstat for the different solvent compositions, that is, more hydrogen bonding in

the stationary phase leads to a more favorable transfer from vapor to stationary phase.

The presence of hydrogen bonding species in the nonpolar stationary phase gives

rise to the possibility of hydrogen bonded aggregates in this phase [136]. Figure 4.7

shows snapshots of the stationary phase for systems ACN and MET, the two systems

with the most solvent present in the stationary phase. For system ACN, it appears

the acetonitrile molecules exist primarily as free species, while in system MET the

snapshot indicates a strong presence of hydrogen bonded aggregates. A more in-depth

analysis of these aggregates is presented in Figure 4.8, which shows the distribution

of hydrogen bonded aggregates of different sizes within the stationary phase for the
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seven systems studied. The distributions show that there is little aggregate formation

in systems WAT, 33A, 67A, and ACN. In these systems, solvent partitioned into the

stationary phase exists primarily as monomers. In the water-methanol mixtures there is

a much larger probability of aggregation and this probability increases as the methanol

concentration is increased. For system MET, there is a significant probability of clusters

containing four to six molecules in agreement with previous simulation studies [136].

4.4 Conclusions

In an effort to better understand the mechanism of retention in RPLC, particularly

the driving forces for retention, configurational-bias Monte Carlo simulations in the

Gibbs ensemble were carried out to examine the partitioning of solutes between common

mobile-phase solvents used in RPLC and a liquid hexadecane as a model stationary

phase. In addition to mobile and model stationary phases, an ideal gas reference state

was present in the simulation to allow for the separation of the mobile and stationary-

phase contributions to the free energy of retention. Analysis of the simulation trajectory

reveals some important molecular-level details on the solvation environment of nonpolar

and polar solutes in the mobile and stationary phases.

For the nonpolar methylene group the mobile-phase contribution to the free energy
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of retention is unfavorable for all mobile-phase compositions studied, except for pure

water. Thus, in most cases the methylene group is solvophilic rather than solvophobic.

The stationary-phase contribution to the free energy of retention is favorable and shows

no dependence on mobile-phase composition. Since ∆Gstat is negative like the net free

energy of retention and the magnitude of ∆Gstat is greater than ∆Gmob, interactions

with the stationary phase are the more important driving force for retention. Despite

that interactions with the mobile phase contribute less to retention, the composition of

mobile phase has a much greater influence on selectivity for nonpolar groups.

Analysis of the solvation environment around methylene groups indicates differences

between water-methanol and water-acetonitrile mobile phases. In both mobile phases

there is a preferential solvation of the methylene group by the organic component of

the solvent. This preferential solvation is greater for acetonitrile mixtures than for

methanol mixtures. Significant clustering of methanol or acetonitrile does not occur in

these mixtures when the solute is not present. Thus, the presence of a non-polar solute

causes significant rearrangement in the solvent structure.

The mobile-phase contribution to the free energy of retention for the polar hydroxyl

group is highly unfavorable in all mobile-phase compositions. However, it becomes less

unfavorable as organic concentration is increased. This trend is understood in terms of

the hydroxyl groups preferential solvation by water and the smaller number of hydrogen

bonds in organic-rich mixtures. The large and positive ∆Gmob indicates the hydroxyl

group is very solvophilic.

As with the methylene group, the stationary-phase contribution to the free energy of

retention for the hydroxyl group is favorable. However, this contribution is significantly

affected by the mobile-phase composition. As the concentration of organic modifier is

increased, there is a greater extent of solvent partitioning into the stationary phase.

The leads to a larger number of hydrogen bonding sites in the stationary phase and

hydrogen bonded aggregate formation. These factors create a much more favorable

solvation environment for polar solutes in the stationary phase.

For the hydroxyl group, the stationary-phase and mobile-phase contributions to the

free energy of retention are of opposite sign. However, the magnitude of ∆Gmob is

much larger than ∆Gstat. Furthermore, ∆Gstat is largely dependent on the amount of

solvent in the stationary phase. Thus, interactions with the mobile phase, especially
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hydrogen bonding, are the most important factor for retention of the hydroxyl group.

For this reason, retention of hydroxyl group is driven neither by solvophobic or lipophilic

interactions, but by solvophilic interactions.

At this point it is evident that neither the solvophobic or lipophilic models are

completely adequate descriptions of the driving forces for retention. Both nonpolar and

polar solutes show prefer interacting with the mobile and stationary phase (except for

neat water) over being unsolvated in the ideal gas phase. Since the interactions with the

mobile phase are favorable (∆Gmob is positive), the solvophobic theory is discounted.

The lipophilic view is correct in that interactions with the stationary phase are favorable

in all cases. However, interactions with the mobile phase are of importance, especially

for solutes with polar groups.



Chapter 5

Simulating Realistic Models of

RPLC

The previous chapter in this thesis dealt with simulations using liquid n-hexadecane

as a simplified model of the RPLC stationary phase. However, the remainder of this

thesis deals with simulations using a much more realistic model of the RPLC system.

Details on this model system and the techniques used to simulate retention in RPLC

will be discussed in this chapter. The merits of using these simulation techniques will

also be highlighted. In addition, details on the analysis of simulation trajectory will be

described here. The goal of this chapter is a general description of the simulation setup

and methodology used throughout most of this work. It will be necessary at later points

in this thesis give some further details on specific simulations.

5.1 Simulation Setup

To examine structure and retention in RPLC coupled-decoupled configurational-bias

Monte Carlo (CBMC) simulations [89, 90, 95, 98] were carried out in the isobaric-

isothermal (NpT ) version of the Gibbs ensemble [83] (see Chapter 3). The simulations

make use of three periodic simulation boxes that are in thermodynamic contact but do

not share an explicit physical interface. The first box contains the stationary phase in

contact with the mobile phase solvent, the second box contains a bulk solvent reservoir,

and the third an ideal gas phase (see Figure 5.1). To mimic the size of actual systems,

50
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Box 1:
Stationary phase in contact with solvent

Box 2: 
Bulk solvent

Box 3:
Vapor phase

90 Å ~30 Å ~100 Å

Figure 5.1: Simulation boxes used in the Gibbs ensemble simulation of RPLC.

all of the boxes are surrounded by periodic replicas of themselves in all directions.

To box containing the stationary phase is of fixed volume and is elongated in the

z-direction with Lx = 20 Å, Ly = 26 Å, Lz = 90 Å. In the center of this box is a five

layer slab of the β-cristobalite polymorph of silica with its two (1 1 1) surfaces exposed.

The slab is ≈20 Å thick and initially has 24 vicinal silanols one each side (silanol surface

density of 7.7 µmol/m2). This surface was chosen as it is representative of the silanol

surface density in a typical chromatographic system [137]. To this surface, dimethyl

octadecyl siloxane chains (or other ligands) are bonded by randomly replacing some

of the surface silanols, but avoiding chain overlap, until the desired surface coverage is

achieved. Once the chains have been placed, the remainder of the box is filled with the

desired solvent. It should be noted that this setup corresponds to a slit pore with a

planar surface. Simulations utilizing a curved silica surface are described in Chapter 11.

The mobile and ideal gas phase boxes are both cubic and their volumes are allowed

to fluctuate in response to the external pressure. The mobile phase box is filled with

enough of the desired solvent to maintain box length of around 30 Å while the vapor

box is filled with enough helium molecules to maintain a box length of around 100 Å. In

addition to the stationary phase, solvent, and helium, various solutes molecules are also

present in the simulations to allow for an exploration of the retention mechanism. These

solutes and the solvent molecules are allowed to transfer between the three boxes via

CBMC particle exchange [91, 92] and identity interchange [93, 94] moves (see Chapter 3).

The solvent box in the simulations is held at constant temperature and pressure and,

therefore, the solvent molecules contained in this box will have a chemical potential equal

to that of a bulk solvent at the temperature and pressure specified for the simulation.
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Since solvent molecules are allowed to exchange between all three boxes (a move unique

to the Gibbs ensemble), it is ensured that the chemical potential of the solvent is the

same in all three boxes. Therefore, the chemical potential of the solvent in contact

with the stationary phase is the same as that of a bulk solvent, i.e., has the desired

temperature and pressure. This is exactly what occurs in a real RPLC system, but this

feature has not been replicated in any molecular dynamics simulations to date. When

carrying out an molecular dynamics simulation, the number of solvent molecules has

to be chosen, somewhat arbitrarily, at the beginning of the simulation. There is no

way to tell how the solvent will interact with the chains ahead of time. The solvent

may penetrate into the chains and there may be enrichment/depletion of particular

solvent components at the interface. With a single box of fixed size and number of

particles, molecular dynamics simulations have no control over the chemical potential

of the solvent. However, in Gibbs ensemble simulations, the system can respond to the

interactions between the mobile and stationary phases. For example, if solvent molecules

penetrate into the stationary phase at the start of the simulation, more solvent molecules

will leave the solvent reservoir to replace them. Not replacing these solvent molecules

can lead to an overall solvent density that is too low and/or the appearance of voids in

the solvent structure during molecular dynamics simulations [62, 63].

Another advantage of Gibbs ensemble simulation method also relates to these par-

ticle transfer moves, but in this case for the solutes being examined. Like the solvent,

solute molecules in the simulations are also allowed to transfer between the three boxes.

In the Gibbs ensemble one can directly compute partition coefficients and Gibbs free

energies of transfer (free energies of retention) from the average number densities of the

solute molecules in each box or given subregions of the box (equation 3.6). This direct

method is analogous to what is actually measured in experiment and is inherently more

precise than the umbrella sampling and thermodynamic integration methods that must

be used in molecular dynamics. Perhaps this is why few have attempted to compute

these quantities in a molecular dynamics simulation of RPLC.

In the context of particle transfers, the purpose of the vapor box in the simulation

should be discussed at this point. First, the vapor box acts as a thermodynamic reference

state, so that the retention process may be decomposed into stationary and mobile

phase components (as discussed in Chapter 4) and, second, it serves to facilitate the
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particle exchange moves, particularly for hydrogen bonding species. For example, when

a molecule is removed from the solvent phase hydrogen bonds may be broken. This

contributes unfavorably to the acceptance rule in equation 3.3. Then, if the molecule

is transferred to the stationary phase, there is a good chance that it will initially have

an unfavorable interaction due to close contacts. On the other hand, if the molecule is

transferred from the solvent phase to the vapor phase and then, sometime later in the

simulation after the system is relaxed, transferred from the vapor phase to the stationary

phase, these two energetic penalties are separated. This greatly increases the chance of

accepting the (net) move of bringing the solute from the mobile to the stationary phase,

or vice versa.

In addition to allowing for the precise calculation of free energies of retention, these

particle exchange moves greatly enhance spatial sampling of the solvent and solute

molecules. For example, when a solute is transferred from the solvent box to the box

containing the stationary phase, it can be inserted in one of many possible regions. Dur-

ing a simulation, solutes are moved in and out of the box literally tens of thousands of

times. Therefore, they are able to visit (sample) the different regions of the box numer-

ous times. Each time they visit a region, it may have a different local arrangement and

the solute will have a different probability of residing there. In an molecular dynamics

simulation, one must wait for the solute to diffuse to the different regions of the box,

which is an inherently long process. Spatial sampling is very important for simulating

RPLC. To determine the retention mechanism (for example, adsorption versus parti-

tion) one needs to now exactly where the solutes prefer to reside within the stationary

phase with great precision.

The preceding paragraphs demonstrated the importance of the particle transfer

moves for the precise sampling of the distribution of solvent and solute molecules in

the RPLC system. Another important aspect of the simulation is that the structure

of the stationary phase chains is adequately sampled. The CBMC moves applied to

the bonded stationary phase chains are absolutely critical for this. In Chapter 8, it

will be demonstrated that the current simulation method is able to converge structural

properties of the chains to the same values (within statistical uncertainties) regardless

of the starting configuration of the system. In one set of simulations, the chains are

placed in an all-trans conformation directed away from the surface. Before the chains
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are allowed to relax, solvent is added to this system with solvent penetration in between

the chains. In another set of simulations the chains are pre-equilibrated in vacuum via

CBMC regrowths. Since vacuum is a poor solvent, the C18 chains in this case tend to

interact with each other and form a somewhat compressed layer. The solvent is then

added to this starting structure. Thereafter, the simulations are allowed to reach equi-

librium with the bulk mobile phase through various types of Monte Carlo moves. The

excellent agreement of the simulation data for systems started with these contrasting

initial configurations verifies that the simulation protocol is capable of yielding results

that are independent of the starting structure after an initial equilibration period. This

ability has not been demonstrated, or even attempted, by workers carrying out molec-

ular dynamics simulations and could be the reason for some of the conflicting results.

For example, molecular dynamics simulations starting with the chains in the all-trans

conformation suggest that the chains are oriented perpendicular to the substrate sur-

face [53, 58] while molecular dynamics simulations starting the chains in collapsed states

suggest that the chains have many gauche defects and large tilt angles [51, 52].

A final point to be made, and one that was mentioned earlier, is that molecular

dynamics simulations have an explicit dependence on time. In RPLC, it has been

shown that it can take tens of minutes to reequilibrate a column after switching solvents

[138, 139]. This is a severe problem because the time scale accessible for a molecular

dynamics simulation is microseconds at best. Thus, processes occurring in RPLC may

be completely out of reach for a molecular dynamics simulation. However, Monte Carlo

simulations, which do not depend on time, will work even for processes occurring on

long physical time scales.

5.2 Force Field

To describe molecular interactions the TraPPE-UA force field [97, 98, 100, 102, 129] is

used for all species in the simulated RPLC systems with the exception of water molecules

and silica substrate. Water is described by the popular TIP4P model [128] and silica

by a rigid zeolite potential [140, 141, 142]. Surface silanols were given bending and

torsional degrees of freedom and had charges assigned based on the TraPPE alcohol

model (−0.739e for oxygen, +0.435e for hydrogen) [100]. Lennard-Jones interactions
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were truncated at a distance of 10 Å and Coloumbic interactions were treated with the

Ewald summation technique [80] using a direct space cutoff of 10 Å and a convergence

parameter of κ = 0.28. The the number of reciprocal space vectors in a particular

direction is set equal to the next integer greater than κ × Lα, where Lα is the box

length in that direction. In this manner, the box containing the stationary phase has a

larger number of reciprocal space vectors in its elongated z-direction than in the x- and

y-directions.

5.3 Data Analysis

The Monte Carlo simulation of RPLC produces millions of configurations for each of

the systems studied. Each of these configurations are generated according to their

statistical mechanical probabilities. At specified intervals during the simulation, the

exact coordinates of each of the atoms in these configurations are written to a file.

Once a simulation is complete, this file contains a highly detailed record of the system’s

trajectory through configuration space. One can then analyze this trajectory to compute

various properties related to the structure of the system at the molecular-level. In

addition, this molecular-level data can be translated into bulk thermodynamic properties

that may be compared directly to those properties measured in experiment. In the

following sections it is defined how the various properties used in this thesis to describe

structure and retention in RPLC are computed from the simulation trajectory. The first

of these sections describe properties related to chain conformation, the next sections deal

with system composition and solute distribution, and the final ones with solvent/solute

orientation and hydrogen bonding.

Before discussing these properties definitions for the orientational and positional

reference points in the system, i.e., the silica surface normal and the coordinate z, need

to be given. In the slit pore setup, the silica surface is planar and lies in the x-y plane

of the simulation box, thus there is no ambiguity in defining the surface normal. The

position of this planar surface along the z-axis of the simulation box is defined by the

location of the outermost silicon atoms in the silica surface, which are all coplanar

(dashed lines in Figure 5.1). The location of this surface is defined to be at z = 0, and

z increases with increasing distance from the surface.
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5.3.1 Chain Conformation

Gauche Defect Statistics

One of the easier metrics to study experimentally (i.e., through Raman spectroscopy) is

the fraction gauche defects (fgauche) along the stationary phase chains. This metric can

be computed unambiguously in a simulation. A gauche defect is defined as a dihedral

angle deviating by more than 60◦ from the angle of the trans conformer. The minimum

energy conformer for an alkane would have no gauche defects, thus larger fractions of

gauche defects are related to greater disorder. From the trajectory file described above,

all of the dihedral angles for each bond in the chain can be measured and it can be

determined if gauche defects are present. The number of gauche defects can then be

averaged for a particular location in the chain or for the chain as a whole.

End-to-end Distance

Another property that gives an indication of the conformation of the chains is the end-

to-end (ete) distance, or rete. This distance is measured from the first methylene group

on the grafted end of the chain to the terminal methyl group. Larger values of rete

correspond to more extended chains and smaller values to more folded or coiled chains.

End-to-end Orientation

The first and terminal groups also define the end-to-end vector. Chain alignment can

be quantified by the angle this vector makes with the silica surface, through cos θete (see

Figure 5.2). Values of cos θete approaching unity indicate chains perpendicular to the

surface while values approaching zero indicate chains parallel to the surface, i.e., lying

flat.

Terminal Methyl Group Position

To judge how far the chains are extended away from the silica surface the quantity zCH3

is used (see Figure 5.2). This quantity is computed by simply averaging the z-position of

each stationary phase chain’s terminal methyl group over the course of the simulation.

Larger values of zCH3
indicate chains more extended away from the silica surface, smaller

value indicate chains closer to the surface (more collapsed or back folded).
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Figure 5.2: Definition of the 1–3 and end-to-end (ete) angles and the z-location of the
terminal methyl group.

Order Parameter

A property which gives further indication of the chain alignment with respect to the

silica surface is the order parameter S defined as

Si =
1

2
〈3 cos2 θ1−3,i − 1〉 (5.1)

where θ1−3,i is the angle between the ith 1–3 backbone vector in the alkyl chain (between

carbons separated by two bonds) and the normal to the silica surface (see Figure 5.2).

The brackets indicate that an average through the entire simulation has been taken.

This order parameter approaches unity for vectors preferentially aligned perpendicular

to the silica surface, −0.5 for parallel vectors, and vanishes if there is no preferential

orientation (or for a very narrow distribution around the magic angle). For more local

information one can examine this order parameter as a function of position within the

chain i.e., S1 is for the first 1–3 vector in a C18 chain (between carbons 1 and 3) and

S16 is for last (between carbons 16 and 18) or one can average the order parameter over

all 1–3 vectors in the chain

Sn =
1

n

n
∑

i=1

Si (5.2)

where n is the number of 1–3 vectors in the chain. The experimental equivalent to this

order parameter is the NMR order parameter for deuterated alkyl chains [143, 144].
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5.3.2 Heterogeneity in System Composition

The RPLC system is a very heterogeneous one. This means that the various components

of the system are not distributed evenly and one needs a way to quantify this. The main

tool used in this respect is the (specific) density profile, ρ(z), which allows one to the

describe the composition of the system relative to the silica substrate. These profiles

are computed by dividing the simulation box into slices of width 0.45 Å along the

z-coordinate. The number of solvent molecules and stationary phase (united) atoms

in each of these slices is then averaged over the course of the simulation. Thus, the

magnitude of ρ(z) allows one to discern how much of a particular component resides,

on average, at a particular location.

To compare different systems, it is useful to define a boundary between the retentive

and stationary phases. The density profiles described above allow for the location of

a Gibbs dividing surface (GDS), a plane that defines this boundary [145, 146]. The

GDS is fit to the total solvent density (water and organic co-solvent) using a hyperbolic

tangent fitting method [147]

ρ(z) =
1

2
(ρmob + ρstat) +

1

2
(ρmob − ρstat) tanh[2.197(z − zGDS)/δint] (5.3)

where ρmob, ρstat, zGDS, δint are parameters in the fit corresponding to the solvent

density in the bulk mobile phase, solvent density in the stationary phase, z-location of

the GDS, and the interfacial width (reflecting the 10%–90% range of the total solvent

density between the two phases).

Another quantity related to the heterogeneity of the RPLC system is the molfraction

enhancement profile for the organic component of the mobile phase, xorg(z)/xorg(bulk).

With the density profiles for water and the organic co-solvent, the molfraction of the

organic component can be computed as a function of z

xorg(z) =
ρorg(z)

ρorg(z) + ρwater(z)
(5.4)

This quantity is then divided by the bulk molfraction (the molfraction in the solvent

box). Thus, values of xorg(z)/xorg(bulk) larger than unity at a given value of z indicate

an enrichment of the concentration of the organic component at that location and values

below unity indicate a depletion.
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5.3.3 Solute Distribution Coefficients and Transfer Free Energies

As indicated in section 3.1.1, distribution coefficients and free energies of transfer can be

computed directly from the number densities of a particular species in each phase (i.e.,

in each simulation box) during a Gibbs ensemble simulation. This information can be

further localized. The partition coefficient or free energy of transfer can be computed in

the same way for a given sub-region of a simulation box. This allows one to compute the

z-dependent distribution coefficient profiles, K(z) and incremental free energy profiles,

∆G(z). The exact procedure for this is outlined in the following.

Just as is done for the solvent molecules, the density profiles for the solute molecules

are computed. Dividing this density profile by the density of the solute in the bulk

solvent box gives K(z), the distribution coefficient for transfer of the solute from the

solvent phase to a specific z-location in the box containing the stationary phase. This

partition coefficient profile can then be converted to a free energy profile by the standard

relationship ∆G(z) = −RT ln K(z). The overall free energy of transfer for a given solute

(the free energy of retention) can also be computed by using the GDS described above

as a border between the two phases. The excess concentration of the solute in the

interfacial region is also taken into account in this process.

In many of the simulations described in this thesis, two sets of solutes are used.

The first set is a homologous series of n-alkanes, from methane to butane. The second

set is a series of 1-alkanols, from methanol to butanol. Once ∆G(z) is computed for

each member in the homologous series of alkanes, the incremental free energy profile for

the methylene group ∆GCH2
(z) can also be computed. For each value of z, the slope

of a linear fit to the free energy versus number of carbons is computed. This slope

corresponds to ∆GCH2
(z). The incremental free energy profile for the hydroxyl group

is computed by taking ∆G(z) for a 1-alkanol and subtracting ∆G(z) for an alkane with

the same number of carbons

5.3.4 Solute/Solvent Orientation

In addition to knowledge about the preferred location of the solvent and solutes through

ρ(z), K(z), and G(z), it is useful to have information about the preferred orientation

of the various species as a function of z when discussing structure and retention. For
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alcohols and acetonitrile, profiles of cos θete are used for this purpose, where θete is the

angle between the molecule’s end-to-end vector and the normal to the silica surface.

Here, the end-to-end vector originates at the methyl group and terminates at the hy-

droxyl hydrogen (in the case of alcohols) or nitrogen (in the case of acetonitrile). Thus,

positive values of cos θete indicate methyl groups pointing away from the silica surface,

negative values towards, and values near zero indicate no preferential orientation or a

preference for the end-to-end vector to be parallel to the silica. For water, cos θp profiles

are used, where θp is the angle between a water molecule’s dipole vector and the surface

normal. For linear alkanes solutes, it would not be informative to use cos θete since,

because of symmetry, this quantity will average to zero. Instead, the z-profiles of Sn

are used, where Sn is defined in the same way as for the stationary phase chains, but

in this case computed as a function of z.

5.3.5 Hydrogen Bonding

Hydrogen bond interactions can be very important in RPLC. Solvent molecules, various

solutes, and surface silanols are all capable of participating in these interactions. There-

fore, the extent of this hydrogen bonding needs to be characterized. For this purpose

the following geometric criteria for hydrogen bonding is used through this work: an

X(acceptor)–X(donor) distance less than 3.3 Å, an X(acceptor)–hydrogen(donor) dis-

tance less than 2.5 Å, and a hydrogen bond angle with a cosine less than −0.1, where

X may be either an oxygen or a nitrogen atom. [132]



Chapter 6

Mobile Phase Effects. I.

Stationary Phase Solvation and

Structure

6.1 Background

The most common stationary phases in RPLC consist of porous silica particles upon

which alkyl silane chains (typically 18 carbons in length) are grafted through single bond

linkages with surface silanols. Because they are immobilized on a surface, the stationary

phase chains have unique properties that differ from both the liquid and solid states

of matter. The molecular conformation of these chains and their interaction with the

mobile phase solvent has been the subject of research for around three decades and an

excellent review of this topic has been given by Sander and coworkers [26]. Despite these

intense research efforts, a clear molecular picture of the structure of these tethered chains

remains lacking. This molecular picture is a necessary piece in completely describing

the solute retention mechanism, the principle goal of this work.

Investigations into the structure of the stationary phase chains and their contacting

solvent has occurred mainly along three lines of inquiry. The first of these is to examine

† This chapter describes the outcome of a collaborative research project carried out by Jake L.
Rafferty, Ling Zhang and Li Sun and advised by J. Ilja Siepmann and Mark. R. Schure. Reports on
portions of this research project have been published [69] and/or submitted [78].
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thermodynamic data, typically generated through retention measurements, and then try

to infer details about the molecular structure [11, 12, 15, 16, 17, 18, 45, 46]. However, it is

impossible to extract conformational details on the chains from thermodynamic-based

data [54]. Thermodynamics is an energy bookkeeping system based on macroscopic

measurement and cannot give molecular-level insights, but can only be used to infer

such details [148].

The second line of investigation uses spectroscopic techniques which directly probe

the chains or some molecule that interacts with the chains. Experiments using a

host of techniques including nuclear magnetic resonance [28, 149, 150, 151, 152], in-

frared [153, 154], Raman [48, 155, 156, 157, 158], sum-frequency generation [159, 160],

and fluorescence [29, 30, 34, 161, 162, 163] spectroscopies, and small angle neutron

scattering [164] have generated a great deal of information on structure and dynam-

ics of alkyl stationary phases. However, none of these techniques are able to observe

the conformation of individual chains and one must analyze data relating to a complex

distribution of chain conformations. Despite this difficulty, a couple of trends are sup-

ported by the experimental data. First, conformational order increases with increasing

surface coverage, increasing chain length, and decreasing temperature. Second, confor-

mational order is affected to only a small extent by changes in typical RPLC solvents

(but nonpolar solvents, such as hexane, can have a large effect).

A third line of investigation involves theory [36, 40, 43]. This method involves the

construction of some model system and then application of statistical mechanics to

exactly solve for the properties of this model. In one well-known case [36], empirical

parameters such as chain stiffness were used to construct a lattice model. However, a

detailed model of chain conformation should yield chain stiffness as a result rather than

use it as an input parameter. The ultimate goal of any investigation into bonded chain

structure is to give atomistic-level detail, but the models needed to do this through

a strict theoretical treatment are far too complex to be solved analytically. However,

the use of molecular simulation does allow one to utilize these complex models and the

system can be represented at the individual atom level of detail.

In this chapter, simulations of a dimethyl octadecylsilane (C18) stationary phase at

an intermediate surface coverage of 2.9 µmol/m2 in contact with water/acetonitrile and

water/methanol mobile phases of varying organic modifier concentration are described.
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These simulations allow for a direct analysis of the molecular conformation of the chains

and the structure of the contacting solvent. One of the motivations for examining the

effects of solvent composition is the anomalous behavior of alkyl silane based RPLC

columns when highly aqueous mobile phases are used [138, 165]. When the fraction of

organic modifier falls below a certain threshold a dramatic loss of retention is observed

(the precise threshold can depend on many parameters such as pressure and pore size).

On explanation for this behavior is that the alkyl chains collapse in the presence of

highly aqueous solvents [165, 166, 167]. A more recent, competing explanation for this

retention loss is pore dewetting where the highly aqueous mobile phase does not enter

a substantial fraction of the smaller pores and hence is not able to bring the solutes in

contact with the stationary phase chains [138]. This dewetting is a consequence of the

principle of capillarity and results from the higher surface tension of water as compared

to the organic modifier (i.e., it is not driven by changes in chain conformation). An-

other motivation for studying influence of solvent composition is to examine preferential

sorption of the organic component of the mobile phase into/onto the stationary phase.

This effect is well known, but it is not fully resolved if this preferential solvation occurs

solely through the formation of an organic layer atop the stationary phase [45, 46] or if

penetration of the organic modifier into the stationary phase is also important [47, 48].

6.2 Simulation Details

To examine the effects of mobile phase composition on stationary phase solvation and

structure, configurational-bias Monte Carlo simulations in the NpT version of the Gibbs

ensemble using a three-box slit pore setup (see Figure 5.1) were carried out. The main

details on the simulation method and setup were given in the preceding chapter. The

simulations made use of dimethyl octadecylsilane (C18) chains grafted at density of

2.9 µmol/m2 (9 chains on each of the two silica surfaces) resulting in a residual silanol

density of 4.8 µmol/m2 (15 silanols on each surface). Seven different mobile phase

compositions were considered: pure water (denoted as system WAT), 33% molfrac-

tion acetonitrile (33A), 67% acetonitrile (67A), pure acetonitrile (ACN), 33% methanol

(33M), 67% methanol (67M), and pure methanol (MET). For reference, systems 33A

and 67A correspond to roughly 59% and 86% volume fraction acetonitrile and systems
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Table 6.1: Average number of solvent molecules in each simulation box.a

Nwater Norganic
b

System Box 1 Box 2 Box 3 Box 1 Box 2 Box 3

WAT 7645 3965 3.02 − − −
33A 2889 5049 7.72 1603 2295 10.23

67A 1012 2942 4.41 2271 5611 11.41

ACN − − − 2611 9211 18.54

33M 3356 4586 5.71 1931 1991 7.71

67M 1312 2652 2.63 2902 4993 101

MET − − − 3382 4201 9.45
aSubscripts indicate the statistical uncertainty in the final digit.

33M and 67M correspond to roughly 53% and 82% volume fraction methanol, respec-

tively. The average number of solvent molecules in each of three simulation boxes is

given in Table 6.1. Also present in each simulation were a set of 16 solutes molecules

(two each for methane to n-butane and methanol to 1-butanol) that allowed for an

exploration of the retention mechanism (to be discussed in Chapter 7) and 20 helium

atoms to maintain a vapor box of adequate size. Solvent and solute molecules were

allowed to transfer between the three boxes while helium atoms were constrained to the

vapor phase. To keep from overloading the stationary phase with too many of these

solutes and possibly alter its structure, additional bias potentials were applied in each

box for the different solutes. The bias potentials were adjusted during the equilibration

period such the each solute was distributed about evenly between the three boxes. All

simulations were performed at a temperature of 323 K and a pressure of 1 atm.

For each solvent composition studied, four independent simulations were carried

out. Each simulation was equilibrated for 2 × 105 Monte Carlo (MC) cycles (one MC

cycle corresponds to N MC moves, where N is the total number of molecules in the

system). Thereafter, the simulations proceeded with an additional 2 × 105 MC cycles

during which averages were collected. Statistical uncertainties in all reported quantities

were estimated from the standard error of the mean for the averages from the four

independent simulations.
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Figure 6.1: Simulation snapshots for RPLC systems with varying mobile phase compo-
sition. The stationary phase is shown as tubes with carbon in grey, silicon in yellow,
and oxygen in red. The mobile phase is shown in the ball and stick representation with
carbon in cyan, oxygen in red, nitrogen in blue, and hydrogen in white. Solutes are
depicted as large spheres with carbon in green, oxygen in red, and hydrogen in white.
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6.3 Results and Discussion

Snapshots from simulations at each solvent composition are shown in Figure 6.1. Al-

though each of these snapshots represents only a single configuration of the millions

generated during the simulation, they already demonstrate some distinct differences

between the systems with different solvent compositions. As the fraction of organic

modifier is increased, there is significantly more penetration of solvent into the station-

ary phase. Near the silica surface, most of the solvent is water. However, throughout

the remainder of the stationary phase the majority this sorbed solvent appears to be the

organic modifier. More solvent penetration is observable for the acetonitrile containing

systems. Also appearing enriched in organic component of the solvent is the interfacial

region. This is most apparent when viewing the snapshot for system 33A where the re-

gion just above the alkyl chains appears to be highly concentrated in acetonitrile. The

snapshots also indicate that the chains are more extended and aligned away from the

silica surface in the organic rich phases. The solutes present in the snapshots suggest

that retention can occur at the surface of the alkyl chains (adsorption) or deep within

the bonded phase (partitioning), but this will be discussed in more detail in the follow-

ing chapter. A full analysis of the simulation trajectory offers more precise details on

the preliminary observations from these snapshots and this is the topic of the following

subsections on stationary phase solvation and chain structure.

It should also be noted that at the bottom of the snaphots shown in Figure 6.1 is

a scale defining the z-coordinate, which is zero at the silica surface and increases as

one moves away from the surface. Throughout this thesis many system properties are

reported as a function of this z-coordinate.

6.3.1 Solvation of the Stationary Phase

To describe the system composition as a function of z, the distance from the silica sur-

face, density profiles for water, acetonitrile, and the stationary phase alkyl chains are

presented in Figure 6.2. Also shown in this figure is the location of the Gibbs dividing

surface (GDS) between mobile and stationary phase and the width of this interfacial

region. In examining the density profiles, one definitely sees an increase in solvent

penetration into chain region as the molfraction of organic modifier is increased. For
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Table 6.2: Percentage of surface silanols with zero, one, two, or three hydrogen bonds
with solvent molecules.a

System 0 1 2 3

WAT 21 39 35 4
33A 53 39 9 <1
67A 54 38 7 <1
ACN 85 15 0 0
33M 19 41 36 4
67M 23 43 31 3
MET 33 38 28 1
aUncertainties in all data are less than 1%

system WAT, the center of the bonded phase is nearly void of solvent while in systems

ACN and MET there is a substantial amount of solvent in the bonded phase. For the

mixed solvent systems, the solvent penetrated into the stationary phase is primarily the

organic modifier. Despite the increase in solvent penetration with increasing organic

molfraction, the GDS (which is fit to the total solvent density) does not change sig-

nificantly and is located at around 15 Å in all systems. However, an increase in the

interfacial width is observed with increasing organic molfraction. In system WAT this

width is about 4 Å while it is closer to 10 Å in systems ACN and MET.

In comparing water/acetonitrile and water/methanol mixtures with the same or-

ganic molfraction, there is a larger extent of solvent penetration for the acetonitrile

containing solvents except very near the silica substrate (z < 4 Å) where methanol

exhibits sharp peaks. These sharp peaks, which are also present in the density pro-

files of water, result from direct hydrogen bonds between solvent molecules and surface

silanols. The number of hydrogen bonds between silanols and solvent is quantified in

Table 6.2. In system WAT, only 21% of silanols are not involved in any hydrogen bonds

with solvent molecules and the majority of silanols have either one or two hydrogen

bonds with solvent. The number of silanols with no hydrogen bonds increases markedly

as acetonitrile concentration is increased. In systems 33A and 67A, the percentage of

silanols with no hydrogen bonds is over 50% and in system ACN this number jumps

to 85%. For those silanols that are hydrogen bonded to solvent in the acetonitrile con-

taining systems, very few have more the one hydrogen bond. The methanol containing

systems are in stark contrast to this. For systems 33M and 67M, the number of silanols
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with no hydrogen bonds is similar to system WAT and this number increases to only

33% in system MET. In these systems there is also a significant fraction of silanols

with two hydrogen bonds. These trends stem from the fact that acetonitrile can only

be involved in one hydrogen bond (as an acceptor) while methanol can participate in

three (donating one and accepting two) and water can participate in four (donating two

and accepting two). This lack of hydrogen bonding between surface silanols and solvent

molecules in the acetonitrile rich systems has important consequences for the retention

of hydrogen bonding solutes, a topic that will be addressed in Chapter 7.

Other interesting phenomenon in the density profiles can also be seen in the in-

terfacial region. For system WAT, there is a depletion in the total system density,

or dewetting near the GDS. This depletion becomes less apparent as the molfraction

of organic modifier is increased and disappears in systems ACN and MET. For the

mixed solvents, the depletion is stronger for the methanol containing mixtures. This

dewetting effect for water near extended hydrophobic surfaces has been predicted by

Lum, Chandler, and Weeks and is attributed to a disruption of the solvent’s hydrogen

bonding network [133]. It appears that this effect is less important in the more weakly

hydrogen bonding acetonitrile mixtures as compared to the methanol mixtures. Also

present in the interfacial region is an enrichment in the organic modifier concentration

for the binary solvent systems. This effect is most dramatic for systems 33A and 33M

where the organic solvent density reaches a maximum in the interfacial region, which

actually exceeds its bulk mobile phase density, despite the minimum in total system

density. The enrichment in the interfacial region appears to be only slightly stronger

for the acetonitrile containing systems.

Kazakevich and coworkers have measured the excess adsorption isotherms of acetoni-

trile and methanol from their mixtures with water onto RPLC stationary phases [45, 46].

In agreement with this experimental work, it is found that there is an excess adsorption

of the organic component of the solvent and that this excess is greater for acetonitrile

mixtures than for methanol mixtures. From the adsorption isotherm data, Kazakevich

and coworkers inferred that methanol forms one monolayer at the C18/mobile phase

interface and acetonitrile forms 5 molecular layers [46]. Indeed, the present work shows

an enhancement of the organic modifier in the interfacial region. However, the solvent

composition in the interfacial region is never 100% organic modifier and, therefore, no
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Figure 6.3: Orientation of the end-to-end vector of the organic modifier (left) and the
dipole vector of water (right) as a function of z for water-acetonitrile and water-methanol
mixtures. The horizontal line at z = 15 Å serves as a rough guide for the position of
the GDS in each system.

layers of organic modifier exist. Additionally, since the enhancement of organic modifier

in the interfacial region is only slightly greater for the water-acetonitrile mixtures, the

increased amount of adsorption of organic modifier for water/acetonitrile as compared

to water/methanol is not solely due to enhancement at the C18 surface. Rather, it is

also the result of increased partitioning of acetonitrile inside of the C18 phase relative

to methanol.

The orientation of solvent molecules within the stationary phase and interfacial re-

gion is also important for characterizing stationary phase solvation. For this reason,

the orientation of end-to-end vectors for acetonitrile and methanol and dipole vectors

for water are examined through z-profiles of cos θete and cos θp, respectively (see Fig-

ure 6.3). As defined in Chapter 5, positive values of cos θete indicate solvent methyl

groups pointing towards the silica substrate and negative values indicate methyl groups

pointing away. Positive values of cos θp indicate dipole vectors directed away from the

substrate and negative values towards.

For acetonitrile there is a distinct preference for the methyl group to point away from,

and the nitrogen towards, the silica surface in the region for z < 5 Å. In this orientation,

acetonitrile may interact via hydrogen bonding with the surface silanols. In the region

from z = 5–8 Å, acetonitrile orients its methyl group towards the silica surface, i.e., with
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Table 6.3: Structural properties of alkylsilane chains in contact with different mobile
phase solvents.a,b

System
Property WAT 33A 67A ACN 33M 67M MET

fgauche 0.251 0.271 0.261 0.271 0.271 0.261 0.261

cos θete 0.251 0.463 0.522 0.562 0.433 0.512 0.534

rete (Å) 16.23 15.93 16.24 16.22 15.73 16.13 16.23

zCH3
(Å) 9.11 11.23 12.41 12.93 10.91 12.31 12.54

Sn −0.142 −0.021 0.022 0.051 −0.052 0.012 0.021
aSubscripts indicate the statistical uncertainty in the final digit.
bThese structural properties are defined in Chapter 5.

its dipole moment directed away the silica surface. Moving outward beyond z = 8 Å, the

alignment of acetonitrile oscillates but decays to zero in the interfacial region. There

is no orientational preference for acetonitrile outside of the GDS. Methanol has an

orientational preference similar to acetonitrile when near the silica surface, i.e., it points

it methyl group away from the surface and its hydroxyl group towards so that it can

hydrogen bond with the surface silanols. In the interfacial region, methanol has a

much stronger orientational preference than acetonitrile. Methanol aligns it methyl

groups towards the stationary phase and its hydroxyl group towards the solvent. In this

manner, the hydroxyl group can participate in hydrogen bonding with the mobile phase

solvent while the nonpolar methyl group interacts with the alkyl stationary phase. The

stronger orientational preference for methanol in the interfacial region, as compared to

acetonitrile, is in disagreement with interpretations of spectroscopic data [160] but in

agreement with previous molecular dynamics simulations [58]. Water has a somewhat

weaker and more rapidly varying orientational preference than acetonitrile or methanol.

In general, its dipole vector point towards the silica surface for z < 5 Å and towards

the mobile phase when in the interfacial region.

6.3.2 Structure of the Stationary Phase

From the solvent density profiles shown in Figure 6.2, it is clear that the alkyl chains in

the stationary phase are solvated to a larger extent when the concentration of organic

modifier in the mobile phase is increased. Coinciding with the increase in solvation
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Figure 6.4: Fraction of gauche defects along the chain backbone.

is an extension of the C18 chain density into the solvent region. To ascertain what

effect this has on the structure of the stationary phase, various structural properties

for the alkyl chains were calculated (Table 6.3 and Figures 6.4 and 6.5). The first

property to be discussed is fgauche, the fraction of gauche defects. Figure 6.4 shows

the fraction of gauche defects at each dihedral angle along the chain backbone for the

single component solvent systems (WAT, ACN, and MET) and Table 6.3 shows the

shows the fraction of gauche defects averaged over all 15 backbone dihedral angles in

all solvent systems. These data indicate there is little dependence of the dihedral angle

on solvent composition, with system WAT having only slightly fewer gauche defects. A

slightly fewer number of gauche defects for pure water as compared to pure acetonitrile

or methanol was also observed by Pemberton and coworkers via Raman spectroscopic

measurements [47, 48].

The conformation of the stationary phase chains can also be quantified by the ori-

entation of the chain end-to-end vector through cos θete. The cosine of this angle would

be unity for chains perpendicular to the silica surface (aligned with the normal) and

zero for chains parallel to the surface. The average value for cos θete in each solvent

system is shown in Table 6.3. Unlike the fraction of gauche defects, the orientation

of the end-to-end vector changes significantly with changes in solvent composition. In

system WAT, the value of cos θete is 0.25 (θete = 75◦) and it increases to 0.56 (56◦) in

system ACN and 0.53 (58◦) in system MET. Thus, in going from a pure water to a pure
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Figure 6.5: Probability distribution for the angle between the C18 end-to-end vectors
and the silica surface normal (left) and the order parameter along the chain backbone
(right).

organic mobile phase the end-to-end vector becomes aligned about 20◦ closer to the sur-

face normal, indicating that the chains are aligned more away from the silica surface as

organic concentration increases. This preference for chain alignment is slightly greater

in the acetonitrile mixtures, perhaps the result of greater solvent partitioning into the

stationary phase as compared to methanol mixtures with the same concentration.

In addition to the average value of cos θete, it is important to examine the distribution

of this angle (shown in Figure 6.5). For system WAT, the distribution is clearly bimodal

with peaks in cos θete near values 0 and 0.4, corresponding to chains nearly parallel to

the surface and chains with θete = 66◦, respectively. This bimodal behavior also appears

in the other solvent systems, but as the concentration of organic modifier is increased

the height of the peak corresponding to nearly parallel chains decreases significantly.

Furthermore, the peak corresponding to more extended chains becomes broadened and

shifts to around cos θete = 0.6 in the organic rich systems (67X and 100X). In these

systems there is also a significant probability for chains nearly perpendicular to the silica

surface (cos θete close to 1). It is interesting to note that, despite these differences in end-

to-end orientation in the different solvents, there remains a somewhat broad distribution

of chain alignments in all systems. There is no single conformation that dominates

in any system and there remains a probability for both parallel and perpendicular
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chains. These distributions only shift to a more perpendicular alignment as organic

concentration is increased.

Information complimentary to the end-to-end orientation is the average end-to-end

length of the alkyl chains (rete) and the height of the terminal methyl group above the

silica surface (zCH3
), which are shown in Table 6.3. Like the fraction of gauche defects,

the length of the alkyl chains changes very little when the mobile phase composition is

changed. However, in correlation with cos θete, the height of the terminal methyl group

steadily increases when the concentration of organic modifier is increased. It appears

that the conformation of the individual chains (as measured through gauche defects and

length) does not change to a significant extent when the solvent is changes, however,

the alignment of the chains is greatly affected. With molecular simulation, Sun and

coworkers have examined the conformation of an isolated C18 chain (not grafted to a

surface) using the same set of solvents and force field as employed in this work [168].

Interestingly, for the isolated chain, the fraction of gauche defects decreased and end-to-

end length increased, albeit to a fairly small extent, with increases in organic modifier

concentration. Thus, chain solvation in the RPLC system elicits rather different effects

on chain conformation.

Another property reported here, which gives additional and more local information

on chain alignment, is the order parameter S for the 1–3 backbone vectors. As described

in Chapter 5, this order parameter approaches unity for vectors preferentially aligned

perpendicular to the surface, −0.5 for parallel vectors, and vanishes if there is no pre-

ferred orientation. Figure 6.5 shows the order parameter for each 1–3 vector along the

chain backbone and Table 6.3 gives Sn, the value of the order parameter averaged over

all 16 1–3 backbone vectors.

Like cos θete, Sn indicates the chains become aligned more perpendicular to the silica

surface as the organic modifier concentration is increased. For system WAT, the value

of Sn is −0.14, indicating parallel 1–3 vectors. The order parameter increases to values

slightly greater than zero for systems ACN and MET, indicating 1–3 vectors with a slight

perpendicular preference. Looking at the more local information for the order parame-

ter along the chain backbone (Figure 6.5), one sees a similar trend for all seven solvent

systems. The order parameter is large and positive for the first few backbone vectors

and reaches a minimum somewhere near vector number 10. However, the curves are
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shifted upward as acetonitrile or methanol concentration is increased. Comparing wa-

ter/acetonitrile and water/methanol mixtures with the same organic concentration, one

sees that curves for water/acetonitrile mixtures are shifted upward by a small amount

indicating a slightly greater perpendicular alignment in these systems.

Beyond the conformation of the individual chains, another parameter used to de-

scribed the stationary phase is the bonded phase thickness. One could characterize the

bonded phase thickness in multiple ways, for example through the position of the GDS

or the height of the terminal methyl group. The current data indicate that the position

of the GDS changes very little upon changing solvent composition and is fairly constant

at around z = 15 Å. In contrast, the height of the terminal methyl group increases from

9.1 Å in system WAT to 12.9 and 12.5 Å in systems ACN and MET, respectively. Differ-

ent experimental studies have also sought to characterize this thickness, but these show

diverging results. Kazakevich and coworkers interpreted a C18 bonded phase thickness of

around 9 Å from low-temperature nitrogen adsorption measurements [45] while Sander

and coworkers measured a thickness of 17±3 Å from neutron scattering experiments

with chains in contact with a pure methanol solvent [164]. Assuming low-temperature

nitrogen is a poor solvent for the chains, like water, the value of zCH3
seems to agree with

the data from Kazakevich and coworkers. However, the value of zGDS is in agreement

value reported by Sander and coworkers.

6.4 Conclusions

Simulations of a C18 stationary phase in contact with water/acetonitrile and water/meth-

anol mixtures of varying organic modifier concentration indicate that changes in the

solvation environment and structure of the stationary phase chains occur with changes

in mobile phase composition. As the molfraction of organic modifier is increased, there

is a marked increase in the degree of solvent penetration into the bonded phase. Wa-

ter/acetonitrile mixtures show greater solvent penetration relative to water/methanol

mixtures with the same organic molfraction. However, in either case, the primary species

partitioned into the bonded phase is the organic modifier. In addition to partitioning

into the bonded phase, the solvent is observed to adsorb at the silica surface. This is
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most important for water and methanol, which interact strongly with the residual sur-

face silanols, saturating nearly all of them. In contrast, acetonitrile has a much weaker

interaction with the surface. In a pure acetonitrile solvent a very large fraction of the

surface silanols would be available for interaction with solute molecules.

Interesting phenomena are also observed at the interface between the C18 chains

and the solvent. In this interfacial region, there is a density depletion, or drying effect,

especially for solvents with a high molfraction of water. For binary aqueous-organic

solvents, there is an enhancement in the concentration of the organic component of the

solvent at the interface. This enhancement is only slightly stronger for water/acetonitrile

mixtures as compared to water/methanol mixtures.

Ordering of the C18 chains in the stationary phase is increased as the concentration

of organic modifier is increased. The increased order is seen in parameters that relate

to chain alignment (cos θete and Sn), but parameters that relate to chain conformation

(fgauche and rete) are affected only to a small extent. Interestingly, spectroscopic tech-

niques, such as Raman spectroscopy, typically measure conformational properties like

gauche defect fractions. This study shows that parameters related to chain alignment

are better indicators of chain ordering.

As far as mobile phase effects are concerned, solvent penetration into the stationary

phase appears to be the largest factor contributing to increased chain order. With pure

water, there is very little penetration of the solvent and the least amount chain alignment

is observed. In the pure organic solvents, there is a much greater extent of solvent

penetration and enhanced chain alignment is seen. In comparing to water/acetonitrile

and water/methanol mixtures, slightly more penetration of the solvent is observed for

the acetonitrile mixtures and this results in a mild increase in chain ordering. However,

the differences between water/acetonitrile and water/methanol mixtures with the same

organic modifier concentration are much smaller than differences incurred by changing

organic modifier concentration. From these results, one can conclude that less polar

solvents will penetrate further into the chain structure and produce more chain order.

This conclusion is similar to the one reached by Pemberton and coworkers who carried

out Raman spectroscopic measurements for a monomeric C18 stationary phase at a

coverage of 3.09 µmol2 in contact with a wide range of solvents [47, 48].



Chapter 7

Mobile Phase Effects. II. The

Solute Retention Mechanism

7.1 Background

As discussed in Chapter 1, a detailed, molecular-level, understanding of the retention

mechanism in RPLC has eluded chemists for decades. It is, at present, unclear whether

retention is better described by a partitioning process in which the solutes fully embed

themselves into the bonded phase or if adsorption at the bonded phase/solvent interface

is more important [11, 18, 22, 25, 40]. Furthermore, it is debated whether the thermo-

dynamic driving forces for retention lie primarily in the hydrophobic interactions with

the aqueous mobile phase [16, 17, 18] or in the lipophilic interactions with the station-

ary phase [11, 15]. The driving forces for retention were addressed in Chapter 4, using

liquid hexadecane as a model stationary phase. This topic will be revisited here, with

a more sophisticated and realistic model. The model will also allow additional aspects

of the retention mechanism, such as adsorption versus partition, to be examined.

The problem of pinpointing the retention mechanism is further complicated by an

incomplete understanding of the structure of the stationary phase chains and the inter-

actions of these chains with the mobile phase solvent. Ordering in these grafted alkyl

† This chapter describes the outcome of a collaborative research project carried out by Jake L.
Rafferty, Ling Zhang and Li Sun and advised by J. Ilja Siepmann and Mark. R. Schure. Reports on
portions of this research project have been published [71] and/or submitted [78].
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chains may have important implications for retention because, even if one assumes that

partitioning is the dominant retention mechanism, it is questioned, as with partition-

ing into lipid bilayers, whether the process can be modeled faithfully by bulk oil–water

partitioning [11, 15] or if partitioning into the at least partially ordered chains in the

stationary phase involves a distinctly different mechanism [19, 20]. In addition, it is

well known that the stationary phase is preferentially solvated by the organic compo-

nent of the mobile phase, but it is not completely clear whether this solvation occurs

primarily by the formation of an organic layer atop the stationary phase chains [45, 46]

or through penetration of the organic modifier into the stationary phase [47, 48]. In the

former case, retention could be affected by partitioning of the solutes into this organic

layer, and in the latter case, solutes may compete with solvent molecules for space inside

the stationary phase. Furthermore, changes in the extent of solvation of the stationary

phase with changing mobile phase composition may effect the conformation of the alkyl

chains. These effects where characterized through the use of molecular simulation in

the previous chapter. Specifically, it was demonstrated that preferential solvation by

the organic modifier occurs both atop and within the stationary phase and is slightly

greater for water/acetonitrile as compared to water/methanol mixtures. Additionally,

the stationary phase was shown to be more ordered in less polar solvents due to the

increased solvent penetration in these systems. Here, it will be examined if these solvent

effects have any influence on the solute retention mechanism.

To fully understand the retention process more detailed, molecular-level informa-

tion with chemical specificity is needed. However, there is great difficulty associated

with obtaining this molecular-level information from experimental observations. For

example, retention data, which by nature are thermodynamic measurements, cannot

yield a molecular picture of retention, but may only be used to infer such details. Fur-

thermore, spectroscopic studies [26, 30, 34, 48], which can indeed give more detailed

insight than thermodynamic measurements, are hampered by the inability to observe

the precise configuration of a single solute molecule in the RPLC system and require

the analysis of a complex distribution of solute configurations. For these reasons, this

work has chosen to employ an efficient Monte Carlo simulation approach to study the

retention mechanism in a typical RPLC system. Specifically, the distribution of small

alkane and alcohol solutes in a system containing a realistic C18 stationary phase in
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contact with aqueous-organic solvents (water/acetonitrile and water/methanol) ranging

in composition from pure water to pure organic modifier.

The effects of organic modifier type and concentration on the retention mechanism

in RPLC is an important topic because selectivity in RPLC is most often optimized by

adjusting the composition of the mobile phase. It has been suggested that the mech-

anism of retention changes when different organic modifiers are used, adsorption for

water/acetonitrile and possibly partitioning for water/methanol mixtures [22]. Further-

more, the thermodynamics of the retention process are different depending on whether

water/methanol or water/acetonitrile is used [15, 125, 126, 127, 169]. It is thought

that this may result from acetonitrile’s greater affinity to aggregate around the solutes

as compared to methanol [125, 126, 127] or from acetonitrile penetrating into the sta-

tionary phase to a larger extent than methanol [169]. The solvation environment of

alkane and alcohol solutes in water/acetonitrile and water/methanol mobile phases was

analyzed in Chapter 4. It was shown that acetonitrile preferentially solvates the non-

polar methylene group to a larger extent than methanol and suggested that this may

contribute to the smaller methylene increment when acetonitrile mixtures are used in

RPLC. Here, it will be examined if penetration of acetonitrile into stationary phase also

has an effect on the methylene increment. Details on these simulations were given in

the previous chapter, so the present chapter will immediately proceed with a discussion

of the simulation results.

7.2 Results and Discussion

To access the mechanism of solute retention one needs to know, with high resolution, the

preferred locations of the solute within the stationary phase. The simulations described

here are able to directly yield this type of data. Figure 7.1 shows the z-dependent

distribution coefficient profiles, or K(z), for n-butane and 1-propanol in the seven dif-

ferent mobile phase systems. The technique for computing these profiles was described

in Chapter 5, but it should be noted here that these profiles are analogous to the (ex-

perimentally measurable) distribution coefficient for transfer from mobile to stationary

phase (equation 1.2), but offer much more detailed information on where retention oc-

curs within the stationary phase. I.e., larger values of K(z) correspond to more favorable
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Figure 7.1: Distribution coefficient profiles for butane and propanol in systems with
different mobile phase compositions.

(lower free energy) locations of the solute within the stationary phase. One of the most

striking results concerning solute retention is the large dependence of the solute dis-

tribution coefficient on z. With the spatial resolution afforded by the simulations, it

is clearly evident that the stationary phase is not a homogeneous medium into which

solutes partition, but a heterogeneous medium with multiple preferred regions.

For butane, the K(z) profiles show a bimodal distribution in all seven solvent com-

positions. There is one peak in the center of the bonded phase (z ≈ 8 Å) and another in
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the interfacial region, but inside the GDS (located at around z = 15 Å in all systems).

The peak in the center of the bonded phase remains rather sharp regardless of solvent

composition. However, the shape of the peak in the interfacial region is influenced by

solvent composition, broadening as the fraction of organic modifier is increased. The

broadening of this interfacial peak coincides with increasing width of the interfacial re-

gion. From this it is apparent that even a simple nonpolar solute has multiple modes

of sorption. It can either partition deep into the bonded phase or adsorb at the surface

of the hydrocarbon/solvent interface.

The preference of n-butane to reside in the interfacial region is not entirely surprising

since a density depletion is observed in this region (see Figure 6.2) and this would lead

to a lower entropic cost of cavity formation. However, the peak deeper in the bonded

phase is in a region where the overall system density is significantly higher. Analysis of

the bonded-phase structure shows that it is much more ordered in this region, so there

may be more free volume of appropriate size and shape for the solute here (Figure 6.5).

Sander and co-workers have recently reviewed the important role that partial ordering

of the alkyl stationary phase may play for retention [26]. Free energy minima at the

location where the C18 density reaches a bulk-like value (z ≈ 13 Å) and another deeper

in the bonded phase were also observed for a methane analyte in molecular dynamics

simulations by Klatte and Beck [51], but not by Slusher and Mountain for a C8 bonded

phase [58].

When comparing the water/acetonitrile and water/methanol mixtures with the same

organic molfraction, the general shape of the K(z) profiles for butane are very similar,

although the magnitude of K(z) is larger for the water/methanol mixtures. The free

energy of transfer from mobile phase to vapor phase is more favorable for butane with

water/methanol mixtures than with water/acetonitrile mixtures (see Table 4.4). Thus,

the difference in the magnitude of K(z) stems mainly from a mobile phase contribution

and not from changes in the stationary phase. From this it can be concluded that

the retention mechanism of this nonpolar solute does not change for any of the solvent

mixtures examined here and remains a mixed partition/adsorption mechanism.

A retention mechanism differing from that of butane is observed for the polar solute,

propanol, and this retention mechanism appears to be somewhat dependent on the

mobile phase composition. In system WAT, propanol exhibits a distinct preference
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to reside in the interfacial region with a peak centered directly on the GDS (but the

peak height is much lower than for n-butane). This preference clearly diminishes as

the organic molfraction is increased and propanol becomes more soluble in the solvent.

Interestingly, and this is most apparent when going from system WAT to 33M or 33A,

the center of the peak in K(z) shifts to larger z, from directly under the GDS to the

solvent side of the interfacial region. This is likely caused by the interfacial enrichment

of the organic component of the solvent.

Additional, but much smaller peaks in the K(z) profile of propanol are observed in

the z = 3–7 Å region of system WAT. These are due to hydrogen bonding of propanol

molecules directly to residual surface silanols and to solvent molecules which are bound

to the substrate (this is discussed further below). Interestingly these peaks become much

stronger as acetonitrile concentration is increased, but not as methanol concentration

is increased. This is related to the availability of the surface silanols for hydrogen

bonding. These silanols are nearly saturated in water/methanol mixtures, but almost

freely available in a pure acetonitrile mobile phase (see Table 6.2). Note that it is very

improbable for the alkane solute to be found at a position less than z = 5 Å, or about

where the dimethyl side chains of the -Si(CH3)2C18H37 alkylsilane groups are located,

since this region is very crowded. However, the polar alcohol can partially compensate

for the entropic cost of cavity formation in this region by hydrogen bonding to the

substrate or substrate bound solvent molecules.

In addition to describing where the solutes are retained through the K(z) profiles,

it is important for a detailed understanding of the retention process, to examine the

orientational preferences of the solutes within the stationary phase and interfacial region.

For this reason, the z-dependent S profiles for butane and cos θete profiles for propanol

are shown in Figure 7.2. As defined in Chapter 5, S will approach unity for butane

molecules aligned perpendicular to the silica surface, −0.5 for alignment parallel to the

surface, and vanish if there is no preferred alignment. The end-to-end vector of propanol

originates at the methyl group and terminates at the hydroxyl hydrogen. Thus, cos θete

will be positive for hydroxyl groups pointing away from the silica surface, negative for

hydroxyl groups directed towards the surface and vanish if there is no preferred direction

for the hydroxyl group.

The S(z) profiles for butane show that this solute has some definite orientational
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Figure 7.2: Order parameter profiles for butane and end-to-end vector orientation pro-
files for propanol in systems with different mobile phase compositions.

preferences in stationary phase and interfacial region, although these preferences are not

extremely strong. In the interfacial region the butane molecule prefers to lie parallel to

the interface, seeming consistent with interfacial adsorption. However, this preference

appears to diminish as the organic molfraction is increased. In the purely aqueous mobile

phase, the solute may be driven against the interface due to hydrophobic interactions,

but as the organic concentration increases these hydrophobic interactions vanish. In the

center of the bonded phase, butane changes it orientational preference to perpendicular

with a peak in S(z) at around z = 8 Å. This peak occurs at the same position as the peak
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in the K(z) profile that was attributed to partitioning. Clearly, given the perpendicular

orientational preference of butane, this partitioning does not resemble bulk liquid–liquid

partitioning where one would see no orientational preference. Moving further into the

bonded phase, S(z) values become negative at around z = 6 Å, indicating a parallel

preference. It appears that the butane solute lies flat as it encounters that “wall” created

by the dimethyl side chains. The S(z) profiles for butane look very similar regardless of

whether a water/acetonitrile or water/methanol mixture is used, again suggesting that

the retention mechanism is the same in these solvent systems.

Propanol exhibits stronger orientational preferences than butane. In the interfacial

region, the cos θete(z) profiles indicate that this solute has a preference to direct its

hydroxyl group towards mobile phase and its alkyl tail towards the stationary phase.

In this manner the solute can hydrogen bond with the solvent while its nonpolar tail is

solvated by the hydrocarbon stationary phase. The magnitude of the interfacial peak

in cos θete(z) decreases as the molfraction of the organic modifier is increased but does

not appear to be influenced by whether the organic modifier is acetonitrile or methanol.

Moving through the bonded phase to near the silica surface, cos θete(z) shifts from

positive to negative values, thus indicating that the polar hydroxyl group is directed

towards the silica surface. In this manner, the propanol solute can form hydrogen bonds

with the surface silanols. This preference is weakest in system WAT, where the silanols

are mostly saturated, but very strong in system ACN, where the silanols are mostly

unsaturated.

Important insight on the contribution of polar and non-polar groups to the thermo-

dynamics of retention and validation of the simulation results can be gleaned from the

incremental free energies of transfer for methylene and hydroxyl groups, ∆GCH2
and

∆GOH. These two quantities, which were described in Chapter 5, are plotted as a func-

tion of z in Figure 7.3. As can be seen from the profiles, the incremental free energies

show a strong dependence on z in the model RPLC system. ∆GCH2
is most favorable at

z ≈ 9 Å, i.e., in the interior of the stationary phase, and its magnitude decreases as the

organic molfraction is increased. The general shape of the profile does not depend on

whether acetonitrile or methanol is present. However, the profiles for systems 33M and

67M lie slightly below the ones for systems 33A and 67A, while the profile for system

MET is just above the one for system ACN. These differences are mainly due to the
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Figure 7.3: Incremental retention free energy profiles for the methylene (left) and hy-
droxyl (right) groups in systems with different mobile phase compositions.

mobile phase contribution to the free energy of retention (see Table 4.4). In contrast,

∆GOH shows a maximum at z ≈ 9 Å that is large in magnitude compared to ∆GCH2
.

∆GOH is favorable at z ≈ 5 Å, where the OH group can hydrogen bond to residual

silanols or substrate-bound solvent molecules. ∆GOH is most favorable in system ACN,

due the most favorable mobile phase contribution (Table 4.4) and silanol accessibility.

In addition to calculating the incremental free energies of retention as a function of

z, they may also be calculated as a net free energy of retention for the entire stationary

phase (as described in Chapter 5). This is useful because these net free energies of

retention may be directly compared to experimental retention data. This comparison

is made in the free energy level diagram shown in Figure 7.4. By assigning the vapor

phase as the zero on the free energy scale, this diagram also depicts the mobile and

stationary phase contributions to the free energy of retention (see Figure 4.1) for the

realistic model RPLC system described in this chapter (labeled ODS) and for the model

hexadecane system described in Chapter 4 (labeled C16). The experimental retention

data in this figure comes from careful studies by Alvarez-Zepeda (for water/acetonitrile

mixtures) [170] and Barman (for water/methanol mixtures) [171] and is for stationary

phases very similar to the one modeled here. The experimental data for hexadecane

partitioning is from the work of Ranatunga and Carr [15].

First it is noted that the calculated values of ∆GCH2
are in excellent agreement with
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experiment (compare the solid and dashed lines above the ODS label in Figure 7.4).

The largest deviation observed is around 0.2 kJ/mol, an very small value in terms of

free energy, and in many cases the deviation is even smaller. Simulation data for the

methylene increment in the hexadecane model system also agree very well with exper-

iment, as discussed in Chapter 4. Reliable retention data for the hydroxyl increment

were only available for water/methanol mixtures, but agreement with this data is also

very good. The fact that the simulations are able to reproduce the thermodynamics of

the retention process, as measured experimentally, provides good confidence that the

molecular details observed in simulations are indeed correct.

The free energy diagram also allows for a revisiting of the discussion about the
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driving forces for retention and for a comparison of retention in RPLC to bulk liquid–

liquid partitioning (i.e., hexadecane partitioning). As noted in Chapter 4, the mobile to

vapor phase transfer (or mobile phase contribution to retention) for the methylene group

is favorable only in system WAT. Thus, solvophobic forces [16, 17, 18] are not important

for retention unless highly aqueous mobile phases are used. The free energy of transfer

from the vapor phase to the ODS stationary phase (or stationary phase contribution to

retention) is always favorable and greater in magnitude than the mobile contribution

in all solvent systems examined. This is in agreement with the lipophilic view of Carr

and coworkers [11, 12, 15]. The free energy level of the ODS phase changes little with

changing solvent composition suggesting that solvent penetration into the stationary

phase has little effect for nonpolar groups.

Comparing the ODS phase to the hexadecane phase, one sees that they are very

similar in terms of free energy. This similarity has been used to suggest that the retention

mechanism in RPLC resembles bulk liquid–liquid partitioning [12, 40]. The current

work shows this conclusion is not valid and this comparison should not be made when

accessing the molecular mechanism of retention. The profiles in Figures 7.1 and 7.3

clearly indicate that nonpolar solutes can either partition into the stationary phase or

adsorb at the surface. Additionally, the free energy of retention for the methylene group

in the interfacial region (where adsorption occurs) is slightly smaller, but very similar

to the free energy in the center of the bonded phase (where partitioning occurs). Thus,

thermodynamics cannot easily distinguish these two processes. This is an excellent

example of why great caution should be used when inferring molecular details from

thermodynamic data.

The polar hydroxyl group shows a very unfavorable transfer from mobile to vapor

phase (or mobile phase contribution), but this free energy penalty decreases as the

fraction of organic modifier is increased. Like the methylene group, the transfer from

the vapor phase to the ODS phase (stationary phase contribution) is favorable for the

hydroxyl group. However, the stationary phase contribution becomes less favorable

as the fraction of organic modifier is increased. Comparing the ODS phase to the

hexadecane phase, one observes that the ODS phase lies significantly lower in free energy

than the hexadecane phase. This was observed experimentally by Carr and coworkers

for other polar groups [12]. The authors of this work attribute these differences to
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Table 7.1: Number of hydrogen bonds per alcohol solute molecule in the ODS, mobile,
and bulk n-hexadecane phases.a,b

System N c
SiOH Nd

in N e
out N f

total Ng
mob Nh

C16

WAT 0.124 0.436 1.627 2.175 2.421 0.062

33A 0.162 0.812 0.843 1.815 1.462 0.121

67A 0.283 0.621 0.682 1.581 1.351 0.131

ACN 0.827 0.281 0.272 1.374 0.662 0.181

33M 0.082 0.413 1.482 1.972 2.172 0.308

67M 0.092 0.575 1.245 1.903 2.011 0.91

MET 0.071 0.411 1.342 1.821 1.831 1.337
aA solute is defined to be in the ODS phase when it is inside the first solvation shell (6
Å) of any stationary phase CHx segment.
bSubscripts indicate the statistical uncertainty in the final digit.
cAverage number (per alcohol solute molecule) of hydrogen bonds with silanol groups.
dAverage number of hydrogen bonds with solvent molecules inside the GDS.
eAverage number of hydrogen bonds with solvent molecules outside the GDS.
fTotal number of hydrogen bonds in the ODS stationary phase.
gTotal number of hydrogen bonds in the bulk mobile phase.
iTotal number of hydrogen bonds in a bulk n-hexadecane phase that is in contact with
the mobile phase (from simulations described in Chapter 4).

three possible reasons: (1) hydrogen bonding of polar solutes with the silanols, (2)

polar solutes residing at the ODS–mobile phase interface, and (3) polar solutes being

preferentially solvated by solvent which is sorbed into the bonded phase [12]. It is also

interesting to note that an increase in the organic modifier concentration makes the ODS

phase less favorable for hydroxyl groups, whereas it makes a bulk n-hexadecane phase in

contact with the same mobile phase more favorable for hydroxyl groups. These trends

can be explained by a hydrogen-bond analysis for the alcohol solutes (see Table 7.1).

The number of hydrogen bonds per alcohol solute is found to decrease with increasing

organic modifier concentration in the ODS phase, while it increases in the n-hexadecane

phase because of swelling by methanol or acetonitrile. Furthermore, the number of hy-

drogen bonds in the ODS phase exceeds that for the corresponding n-hexadecane phase

by factors of anywhere from 36.2 in system WAT to 1.5 in system MET, thereby ex-

plaining the differences in free energies between the two retentive phases. For the ODS

phase, the total number of hydrogen bonds for the alcohol solute is slightly smaller in
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the acetonitrile containing systems as compared to the methanol containing systems,

thus explaining why the ODS phase in these systems lies slightly higher in free energy.

Additionally, the distribution of hydrogen bonds is quite different between the different

solvent systems. The simulation data demonstrate that for pure water, pure methanol,

or water/methanol mixtures hydrogen-bonding to solvent molecules outside the GDS

(i.e., solvent molecules that are located at the interface) is most important, followed by

hydrogen bonding to sorbed solvent, and that the formation of direct hydrogen bonds to

residual silanols is least important. The situation is quite different for water/acetonitrile

mixtures where hydrogen bonding to the surface silanols becomes more important, but

only outweighing hydrogen bonds with solvent in pure acetonitrile. In all acetonitrile

containing systems the number of hydrogen bonds with sorbed solvent is comparable

to the number of hydrogen bonds with solvent outside the GDS. These differences be-

tween water/acetonitrile and water/methanol mixtures are the result of greater solvent

partitioning and silanol availability in the acetonitrile containing systems.

7.3 Conclusions

The most important observation from this simulation study is that the bonded phase

does not participate in the retention process as a homogeneous phase. For the alkane

solute there clearly exists multiple sorption sites, including the center of the bonded

phase and the interfacial region. The existence of sorption site(s) near the interface

and the observation that the solute prefers to lie flat in this region suggests that ad-

sorption plays an important role in the retention of this solute. This is in contrast to

generally accepted view that the retention of small non-polar solutes is dominated by

partitioning [7, 11, 36, 40, 43]. The second sorption site for n-butane is in the center of

the bonded phase, but this region differs from an isotropic alkane phase. Although the

molecular-level details are distinctly different, the overall thermodynamics of the RPLC

retention process for small nonpolar molecules, as indicated by ∆GCH2
, are similar to

bulk oil–water partitioning. The thermodynamic driving force for the retention of the

non-polar methylene segment is its lipophilic interaction with the bonded phase that

is nearly three times larger in magnitude than the unfavorable interaction with a neat
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water mobile phase. Furthermore, the thermodynamic interaction of the methylene seg-

ment with water/acetonitrile and water/methanol mobile phases containing more than

33% molfraction organic modifier is favorable, i.e., solvophilic. The mechanism of re-

tention for the nonpolar solutes examined here did not show significant dependence on

whether acetonitrile or methanol were used as the organic modifier. Free energies of

retention are slightly more favorable in water/methanol mixtures, but this is a mobile

phase property and not due to modification of the stationary phase or interfacial region

by the mobile phase solvent.

In contrast to n-butane, 1-propanol shows a much more distinct preference to reside

in the interfacial region and does not partition into the center of the bonded phase.

This implies that adsorption in the interfacial region is the most important factor in the

retention of this small polar solute. This is in agreement with Martire and Boehm who

assert that interfacial adsorption may be of importance for small, polar solutes [36]. In

addition to this large contribution from interfacial adsorption, the retention of this alco-

hol is influenced by its interactions with sorbed solvent molecules and surface silanols.

The interaction with surface silanols becomes very important in acetonitrile rich mix-

tures where the surface silanols are largely unsaturated. Furthermore, it is observed

that the stationary phase in the model RPLC system is drastically different from bulk

n-hexadecane for the polar solute. The fact that the thermodynamics of RPLC reten-

tion for polar solutes may not be well-modeled by n-hexadecane partitioning has been

suggested by Carr and coworkers [11]. Overall, the most important contribution to the

distribution of the polar hydroxyl group is its solvophilic interaction with the mobile

phase that is larger in magnitude than its favorable interaction with the bonded phase.

The data gathered from these simulations provides a new level of insight into the

retention process in RPLC. Indeed, some of the commonly held notions about retention

have been challenged but it is hoped that the results presented here lead to a more

complete understanding of the retention process and improve the field of analytical

separation science. Having established the quantitative nature of the methods employed

here (as demonstrated by the agreement with experimental retention data), this study

was extended to address additional issues in RPLC. The following chapters in this thesis

will examine the influence of stationary phase properties (surface coverage, chain length,

and chemistry), pressure, pore shape, and analyte size on structure and retention.



Chapter 8

Influence of Surface Coverage. I.

Effects on Chain Conformation

and Interfacial Properties

8.1 Background

The surface coverage, or bonding density, of alkylsilane chains on the silica surface is

one important chromatographic parameter that can be adjusted in order to achieve the

desired efficiency in a chromatographic separation. The density of bonding sites (surface

silanols) on silica surfaces typically used in RPLC is taken to be around 8.1 µmol/m2,

but, in general, the practical limit of chain bonding density is around half of this for

monomeric stationary phases [137, 172] and coverages below this limit are often used.

This chapter describes a molecular simulation study that probes the effects of surface

coverage by examining stationary phases with bonding densities ranging from 1.6 to

4.2 µmol/m2. A detailed discussion on the structure of these stationary phases, their

interfaces with the mobile phase solvent, and solute retention will be given. However,

before commencing with this discussion, a brief overview of previous studies relevant to

the current work will be given.

† This chapter describes the outcome of a collaborative research project carried out by Jake L.
Rafferty and advised by J. Ilja Siepmann and Mark. R. Schure. A report on this research project has
been published [72].
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8.1.1 Experimental Studies of Bonding Density

There are two principal means of studying the effects of bonding density via experiment.

The first is to measure differences in the retentive behavior among a series of solutes

on stationary phases with different bonding densities. From this data, which is ther-

modynamically based, one may infer molecular details that are consistent. The second

method is to utilize spectroscopic techniques that more directly probe the stationary

phase or a molecule that interacts with the stationary phase.

Retention Measurements

Many experimental studies have shown that the retention of a variety of solutes increases

as bonding density is increased [7, 9, 14, 25, 173, 174, 175, 176, 177], however, at a certain

bonding density retention may begin to level off or even decrease [7, 25, 174, 177]. In

terms of stationary phase and interfacial structure, this retentive behavior has been

interpreted in a variety of ways. To rationalize the initial increase in retention, Kikta

and Grushka speculated that more of the organic component of the mobile phase, into

which the solutes can partition, is adsorbed onto the alkyl surface as the density is

increased [173]. In contrast, Tan and Carr explain the increase by assuming that, at

lower densities, the chains are collapsed upon the silica surface forming a film too thin for

solutes to partition into [14]. At higher densities the phase is thick enough to resemble a

more liquid-like medium that solutes can partition into. To explain the drop in retention

at high densities, Sentell and Dorsey have suggested that the solutes are entropically

expelled due to packing constraints in the stationary phase chains [7]. In addition to just

general increases/decreases in retention, various studies have shown that increases in

grafting density lead to an increase in shape selectivity [8, 178, 179]. Many overviews on

the topic of shape selectivity have been given [26, 179, 180] and these suggest that any

parameter that increases alkyl conformational order will also increase shape selectivity.

In addition to making retention measurements on solutes, they can be made on

components of the mobile phase itself. Gritti, Kazakevich, and Guiochon have taken

advantage of this in order to generate the excess adsorption isotherms of several or-

ganic modifiers from water on stationary phases with various grafting densities [46].

This study showed that under most conditions there is a positive excess of the organic
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component adsorbed onto the stationary phase and that the excess is larger for more

nonpolar solvents. Assuming that all of this excess adsorbate resides at the surface of

the alkyl phase and forms a single component phase they found that the width of the

adsorbed organic layer increases as grafting density is increased. It should be mentioned

that present work indicates these assumptions are not entirely correct (see Chapter 6).

Spectroscopic Techniques

A number of spectroscopic studies have set out to examine the effects of bonding density

in RPLC systems. In this respect, a wide variety of techniques including, electron pair

resonance (EPR) [181], fluorescence [30, 149], NMR [149], and Raman [48, 155, 157, 158]

spectrometry have been applied.

The EPR technique allowed Wright and coworkers to monitor probe solutes within

stationary phases with grafting densities from 1.74 to 3.48 µmol/m2 [181]. Here, they

found that the probe molecules see a less polar environment as the grafting density is

increased. This was attributed to a decrease in the amount of methanol penetrated

into the bonded phase. It was also observed that the rotational anisotropy of the probe

molecules increased with increasing surface coverage. It was suggested this resulted

from an increase in alkyl chain ordering.

Pursch and coworkers analyzed polymeric C22 stationary phases with grafting den-

sities from 3.6 to 7.0 µmol/m2 with NMR and fluorescence spectroscopies [149]. The

NMR data showed that the number of gauche defects decreases with increasing den-

sity and that above 4.0 µmol/m2 the chains are predominantly in the trans confor-

mation. Using fluorescence spectroscopy they were able to track the probe molecule

1,6-diphenylhexatriene. They found a maximum in solute partitioning into the bonded

phase at 4.9 µmol/m2 and that the mobility of the probe solute was minimized at this

coverage.

Raman spectroscopy has been used by Doyle and coworkers to examine monomeric

C18 stationary phases with coverages of 2.34 and 3.52 µmol/m2 [157, 158] and also

by Ducey and coworkers to probe both monomeric and polymeric phases with cover-

ages ranging from 3.09 to 6.45 µmol/m2 [48, 155]. The spectral data from Doyle and

coworkers suggests that there are only small structural differences between the 2.34 and

3.52 µmol/m2 coverages, with the higher density phase being slightly more ordered.
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Ducey and coworkers found an increase in alkyl chain ordering with increasing chain

density. This increase in order is most dramatic at the lowest temperature studied, 258

K. There are much smaller differences in alkyl chain order at 333 K, a temperature close

to the one used in this study.

8.1.2 Previous Simulations of the Effects of Bonding density

As mentioned in Chapter 1, numerous molecular dynamics simulations of model RPLC

systems have been carried out. However, only a handful of these have examined the

effects of the octadecyl phase’s bonding density [50, 56, 59, 61], and none of these

studied the chains under RPLC conditions, rather the chains were simulated without

the presence of solvent (i.e., in vacuum). In general, these studies indicate an increase

in the order of the alkyl phase as the density is increased.

Upon increasing surface coverage from 1.64 to 3.69 µmol/m2 in MD simulations,

Yarovsky and Hearn reported a dramatic increase in thickness of the alkyl phase, an

extension of the chains, a small decrease in gauche defects, and a decrease in the ac-

cessible area of the silica surface [56]. Using MD simulations for a different force field,

Klatte and Beck also found an increase in chain alignment perpendicular to the surface

upon increasing the surface coverage [50]. Lippa, Sander, and Mountain, who examined

monomeric C18 phases from 1.71 to 4.97 µmol/m2, noted a similar change in station-

ary phase thickness but a much larger decrease in gauche defects and chains standing

nearly perpendicular to the surface at the highest coverage [59]. Unfortunately, since

these previous simulation studies investigating coverage effects were carried out in the

absence of solvent, the results cannot be compared directly to the current work.

8.2 Simulation Details

To examine the effects of surface coverage, configurational-bias Monte Carlo simulations

in the NpT version of the Gibbs ensemble were carried out using the three-box slit

pore setup and force field described in Chapter 5. This was accomplished by carrying

out simulations for five different surface coverages, namely 1.60, 2.24, 2.88, 3.52, and

4.15 µmol/m2. In contact with the stationary phase was a methanol/water solvent

at a methanol molfraction of 0.5 (about 0.65 volume fraction). The simulations were
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Table 8.1: Average number of solvent and solute molecules in each simulation box at
the five surface coverages examined.a,b

Nwater Nmethanol

Coverage Box 1 Box 2 Box 3 Box 1 Box 2 Box 3

1.6 µmol/m2 2825 2155 3.92 2921 2001 8.45

2.3 µmol/m2 2472 2492 4.24 2681 2231 8.69

2.9 µmol/m2 2272 2702 3.11 2411 2521 7.03

3.5 µmol/m2 2023 2954 3.72 2221 2702 7.75

4.2 µmol/m2 1794 3184 3.82 2012 2913 8.26

Nalkane Nalcohol

Coverage Box 1 Box 2 Box 3 Box 1 Box 2 Box 3

1.6 µmol/m2 2.403 1.953 3.644 2.293 1.171 2.534

2.3 µmol/m2 2.724 1.542 3.745 2.324 1.242 2.446

2.9 µmol/m2 3.923 2.141 1.932 2.282 1.561 2.163

3.5 µmol/m2 2.543 1.872 3.583 2.102 1.582 2.324

4.2 µmol/m2 2.642 1.782 3.573 1.912 1.683 2.405
aSubscripts indicate the statistical uncertainty in the final digit.
bBox 1, 2, and 3 refer to the box containing the stationary phase, the bulk mobile phase
box, and the ideal vapor box, respectively.

performed at a temperature of 323 K and a pressure of 1 atm.

A total of 500 water and 500 methanol molecules were used in all simulations. The

average numbers of solvent molecules found in each box during the production period

of the simulation are summarized in Table 1. As one can see, the actual composition of

the mobile phase (box 2) is close to 48% methanol for all five coverages. Also present in

each system, but constrained to the vapor phase because of their low solubility, are 10

helium atoms that help to maintain a vapor box of an adequate size. In addition, these

systems contain 14 solute molecules (two each for methane to n-butane and ethanol to

1-butanol) that allow for an exploration of the retention mechanism (to be discussed

in Chapter 9). To keep from overloading the stationary phase with too many of these

solutes and possibly altering its structure, additional bias potentials were applied in

each box for the different solutes. The resulting average numbers of solute molecules

found in each box during the production period of the simulation are also shown in

Table 8.1.
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Figure 8.1: Evolution of the height of the terminal methyl group above the silica surface
for 4 independent simulations at the 5 different surface coverages. The dashed line
indicates when the production period began.

To establish the ability of the simulation technique to generate equilibrated station-

ary phases at each grafting density regardless of starting configuration, a rigorous setup

protocol was followed. First, the arrangement of stationary phase chains on the silica

surface was generated by randomly selecting silanol sites, but avoiding close contacts of

the chains, until the desired coverage was achieved. At this point the chains were in the

all-trans configuration. Then, two replicas of the simulation box at each grafting density
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were made and each followed a separate simulation path. One of the simulations was

pre-equilibrated in vacuum before the addition of solvent while, in the other simulation,

solvent was added before any movement of the chains was allowed.

Once these two trajectories were nearing equilibrated structures, i.e., after 2 × 105

Monte Carlo (MC) cycles (one MC cycle corresponds to N MC moves, where N is the

total number of molecules in the system), a second set of two simulations was begun

using a different random number seed, and all four simulations were equilibrated for

another 5 × 104 MC cycles. This was followed by a production period of 2 × 105 MC

cycles during which averages were computed. Statistical uncertainties in all reported

quantities were estimated from the standard error of the mean of the averages from the

four independent simulations for each coverage.

Equilibration was monitored via the evolution of the number of solvent molecules in

each box and the height of the terminal methyl group relative to the silica substrate.

Before production began, it was ensured that these quantities had converged to the

same average value for each independent simulation. The slowest of these two values to

converge was the position of the terminal methyl group (zCH3
). Its evolution as function

of the number of MC cycles is shown in Figure 8.1 and, from this, it is evident that the

simulations were well-equilibrated before the start of the production period.
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As a further check on the validity of the simulations the average height of the terminal

methyl group was computed separately for each of the two sides of the silica slab during

the production period of the simulation (Figure 8.2). Since each of these two surfaces

has different (random) arrangements of the alkyl chains, this will give some indication

of the dependence of the results on chain arrangement. This analysis shows that, in

most cases, the difference in zCH3
between two surfaces at the same coverage is smaller

than the difference between surfaces with different coverages. The exception to this is

the system with a coverage of 2.3 µmol/m2. However, even in this case the averages

for the two different surfaces agree within their statistical uncertainties. This suggests

that, for randomly arranged chains, the results should show little dependence on chain

arrangement.

8.3 Results and Discussion

Snapshots taken from simulations at each surface coverage are shown in Figure 8.3.

Although each of these snapshots represent only a single configuration of the millions

generated during the simulation, they already convey a wealth of information about the

influence of grafting density on structure. Perhaps most apparent, but also as one may

expect, the alkyl chains appear to have the greatest amount of order in the system with

the highest density. However, even in this system one can see a distribution of chain

structures, i.e., the chains are not in the all trans conformation with uniform tilt angles.
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Table 8.2: Summary of the average structural properties of alkylsilane chains at five
different surface coverages.a,b

Coverage (µmol/m2)
Property 1.6 2.3 2.9 3.5 4.2

fgauche 0.25716 0.2757 0.2734 0.2655 0.2684

rete (Å) 16.46 15.93 15.82 16.12 16.12

cos θete 0.392 0.445 0.482 0.533 0.662

zCH3
(Å) 10.22 11.67 11.62 12.61 14.91

S16 −0.101 −0.032 −0.022 0.041 0.142
aThese properties are described in Chapter 5.
bSubscripts indicate the statistical uncertainty in the final digit.

The alkyl chains at the higher grafting densities appear to form a somewhat uniform

layer while the chains at the lower grafting densities are unable to accomplish this and

exist in a somewhat clustered state with significant amounts of solvent penetrating

all the way down to the silica surface. Many more qualitative observations could be

made from these snapshots, however, the remainder of this section will focus on a more

quantitative analysis of these structural aspects using the full simulation trajectory.

8.3.1 Alkylsilane Chain Conformation

As discussed in Chapter 5, a variety of descriptors can be used to quantify the or-

der/disorder of the alkyl chains in the stationary phase. A summary of these descriptors

is given in Table 8.2. The first two rows of this table show the fraction of gauche defects

and end-to-end length of the chains. These two properties show little dependence on

surface coverage. Thus, when not factoring in chain orientation, the average chain con-

formation is similar at all grafting densities. Interestingly, these gauche defect fractions

and end-to-end distances indicate that RPLC chains are more extended than isolated

C18 chains in a water/methanol solvent but, rather, they are more similar to chains in

a bulk C18 liquid phase [182]. The small dependence of the gauche defect fraction is

in contrast to previous simulation [59] and NMR studies [149]. However, this is not

of great concern as both the simulation and NMR studies were performed in the gas

phase where chain self-solvation will be much more important. Conformational relax-

ation in high-density alkyl systems is also relatively slow and one may question whether
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Figure 8.4: Probability distribution of the angle between the chain end-to-end vector
and the normal to the silica surface at five different grafting densities.

previous MD simulations were able to assess the relevant timescales. Furthermore, the

NMR work examined polymeric C22 phases primarily at higher densities than those

studied in this work. Here, a comparison to well-characterized alkyl thiol self-assembled

monolayers is instructive. It is well known that long-chain thiols exist in well-ordered

structures with very few gauche defects and uniform tilt angle near 30◦ [183, 184], but

the chain coverage for these alkyl thiol monolayers is 7.7 µmol/m2, i.e. a much higher

chain coverage than found in monomeric RPLC phases such as studied here.

The next three descriptors in Table 8.2 tell a much different story about the influence

of bonding density on chain order. The first of these descriptors is cos θete. Despite that

the end-to-end length changes very little, cos θete steadily increases from 0.39 for the

lowest to 0.66 for the highest density studied here. Thus, at lower grafting densities the

average chain tilt is oriented more towards, but not parallel to, the silica substrate’s

surface and at higher densities the average tilt is oriented more away from, but not

perpendicular to, the substrate. Clearly, from the snapshots in Figure 8.3, the alkyl

chains do not possess uniform tilt angles even at the highest bonding density. To

assess the extent of tilt uniformity, information in addition to the average tilt angle is

needed and, therefore, distributions of cos θete for the different bonding densities are

shown in Figure 8.4. These distributions show that, at all densities, the chains exhibit

finite probabilities of having tilt angles both nearly parallel and nearly perpendicular to
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the silica surface. All of the distributions appear to be bimodal with one peak at larger

cos θete values and another at smaller cos θete values. For the highest grafting these peaks

occur at around 35◦ and 75◦, corresponding to chains pointing nearly perpendicular and

parallel to the surface, respectively. Both of these peaks shift to smaller cos θete values

at lower densities. For the lowest grafting density, these peaks are at about 65◦ and

close to 90◦. Thus, at low densities there is a significant probability of finding a chain

collapsed on the surface, although this is not the most probable conformation.

Although the end-to-end vector provides a picture of the overall alignment of the

chains, more local information on individual chain segments can be seen in Figure 8.5,

which shows the order parameter Si along the chain backbone. Starting with the first

1–3 segment one sees that, at all grafting densities, the value of S1 is positive and, at all

but the lowest grafting density, larger than any other Si value. The value of S1 ranges

from 0.68 for the highest grafting density to 0.02 for the lowest. Moving along the chain

backbone, Si decreases in value and reaches a minimum before the chain terminus.

This minimum is shallower and shifts further towards the chain end as the density is

increased. Thus, in all systems, the initial portion of the alkyl chain has the largest

preference for alignment perpendicular to the silica surface, this preference diminishes

as one moves along the chain backbone, and the upper part of the alkyl chains shows

at least a slight preference for alignment parallel to the silica surface. Despite some
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Table 8.3: Average solvent density and methanol molfraction enhancement within the
stationary phase (as defined by the GDS).a

Coverage Solvent Density Molfraction
(µmol/m2) (g/mL) Enhancement

1.6 0.2709 1.232

2.2 0.2197 1.323

2.9 0.0982 1.371

3.5 0.0733 1.532

4.2 0.0573 1.533

Bulk solvent 0.8441 −
aSubscripts indicate the statistical uncertainty in the final digit.

of these general similarities there are stark contrasts. The backbone vectors of chains

at the lowest density show the highest preference for alignment parallel to the surface,

since only the first few vectors of the 1.6 µmol/m2 system have Si values greater than

zero, while all but the final 7 vectors at a coverage of 4.2 µmol/m2 are positive. The

minimum in Si shifts from vector 10 at the lowest density to vector 14 at the highest

density. Upon averaging the order parameter over all 16 1–3 vectors, values range from

−0.10, a parallel preference, for the lowest density, to 0.14, a perpendicular preference,

for the highest (see Table 8.2).

8.3.2 Solvation of the Alkylsilane Phase

As indicated in the brief discussion of the simulation snapshots, there is a great deal

more penetration of solvent into stationary phases with lower surface coverages. The

amount of solvent penetration as a function of surface coverage can be quantified by

examining the density profiles for each system (Figure 8.6) and the average solvent

densities within the stationary phase (Table 8.3). At the highest surface coverages, the

profiles show that the only regions within the stationary phase containing significant

amounts of solvent are just inside the GDS and near the silica surface (z ≈ 3 Å for

water and z ≈ 4 Å for methanol). These peaks near the silica surface are due to

direct hydrogen bonds between the solvent and the surface silanols. There is also a

very small peak at z ≈ 6 Å resulting from solvent hydrogen bonded to those surface

bound solvent molecules. For the lower surface coverages, one finds significant amounts



103

0

0.4

0.8

1.2
Total
C18
Methanol
Water
zGDS

0

0.4

0.8
2.3 µmol/m

2

0

0.4

0.8

ρ(
z)

 [g
/m

L] 2.9 µmol/m
2

0

0.4

0.8
3.5 µmol/m

2

0 10 20 30
z [Å]

0

0.4

0.8
4.2 µmol/m

2

1.6 µmol/m
2
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of solvent throughout the stationary phase and it is present continuously from the GDS

to the silica substrate. The average solvent density contained within the GDS for the

1.6 µmol/m2 system is 0.27 g/mL, nearly one-third of the bulk solvent density. At the

highest surface coverage, this penetrated solvent density decreases by a factor of five.

This decrease in the solvent density agrees with the experimental work of Wright and

coworkers [181]. Interestingly, at a coverage of 1.6 µmol/m2, the solvent density at the

silica surface is close to that of the bulk solvent density. This is a result of the large
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number of residual silanols available in this system. Thus, the increased wettability

of the hydrophobic alkyl chains at lower coverages is likely the result of the increased

number of silanols and availability of the hydrophilic silica surface (see section 8.3.3 for

discussion of surface properties).

Additionally, the density profiles indicate that there is a significant enhancement of

the methanol concentration in the interfacial region and within the stationary phase. To

quantitatively assess this, Figure 8.7 shows this enhancement as a function of z. From

this one sees that, at all grafting densities, the methanol enrichment starts outside the

GDS and persists throughout the stationary phase until reaching locations where steric

reasons prevent the center-of-mass of methanol to approach the surface as closely as

water even though both can hydrogen-bond directly to residual silanols. In agreement

with the adsorption studies by Gritti and coworkers [46], the enrichment increases with

grafting density. This increase occurs both in the stationary phase and interfacial re-

gions, but reaches a maximum of near double that of the bulk in the center of the

bonded phase at 4.2 µmol/m2. Table 8.3 quantifies the average enhancement inside the

GDS, which ranges from about 1.2 to 1.5 for the systems studied here.
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Table 8.4: Number of hydrogen bonds per solvent molecule residing within the interfacial
region of stationary phases with different surface coverages and in the bulk mobile
phase.a

Coverage Water MeOH
(µmol/m2) Ndonor Naccep Total Ndonor Naccep Total

1.6 1.761 1.211 2.972 0.911 1.461 2.372

2.2 1.761 1.191 2.951 0.911 1.481 2.391

2.9 1.722 1.031 2.753 0.911 1.592 2.502

3.5 1.732 1.082 2.802 0.911 1.561 2.462

4.2 1.723 1.052 2.784 0.912 1.582 2.483

Bulk solvent 1.802 1.542 3.342 0.922 1.182 2.092
aSubscripts indicate the statistical uncertainty in the final digit.

8.3.3 Interfacial and Alkyl Surface Properties

An interesting phenomenon, observable in the interfacial region of the density profiles,

is a depletion in the overall system density, i.e., a dewetting at the alkyl surface. This

dewetting effect is more apparent in the systems with higher alkyl grafting densities.

Lum, Chandler, and Weeks predicted this effect for extended hydrophobic surfaces, like

the ones studied here, but not for small hydrophobic solutes [133]. They argue that

this is the result of a disruption of the solvent’s hydrogen bonding network near larger

surfaces, but not around small solutes.

To check if this disruption exists near RPLC stationary phase surfaces, the number

of hydrogen bonds per solvent molecule in the interfacial region and in the bulk solvent

were computed (see Table 8.4). It was found that water molecules in the interfacial

region form fewer hydrogen bonds than water in the bulk solvent. This comes mostly

from a decrease in the number of hydrogen bond acceptors as donors show only a

small decrease. In complete contrast to water, methanol molecules have more hydrogen

bonds in the interfacial region than in the bulk and this is mainly due to an increase in

acceptors. These effects are slightly more pronounced as grafting density is increased.

Indeed, the interfacial region has an increased methanol content, but this does not fully

explain this peculiar hydrogen bonding since increasing the methanol content would

decrease the number of hydrogen bond acceptors for both methanol and water [182]

while it is observed here only for water.
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In order to better understand this hydrogen bonding pattern, the orientation of

methanol and water molecules as function of z was examined (Figure 8.8). This analysis

showed that methanol molecules in the interfacial region possess a relatively strong

preference to align their methyl groups toward the alkyl surface and point their polar

hydroxyl groups away from it. Methanol molecules with this orientation are visible in

the snapshot shown in the top part of Figure 8.8. Water molecules near the GDS show

a weaker preference for their dipole vector to point away from the substrate, i.e., the

hydrogens are oriented toward the mobile phase. This orientation of methanol molecules

leaves its oxygen available to accept more hydrogen bonds from solvent molecules in

the mobile phase. Since both interfacial methanol and water are donating near their

maximum number of hydrogen bonds, if methanol is accepting more, then water must

accept fewer.
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Table 8.5: Average interfacial and alkyl surface properties for the five different surface
coverages.a

Coverage (µmol/m2)
1.6 2.3 2.9 3.5 4.2

zGibbs
b (Å) 12.41 14.94 15.21 16.61 18.81

δinterface
b (Å) 7.68 8.64 5.73 6.12 5.93

SASAtotal
c 2.351 2.487 2.084 2.021 2.042

SASAalkyl 2.001 2.244 2.053 2.011 2.042

SASASiOH 0.351 0.233 0.031 < 0.01 < 0.01
SASA per chain (Å2) 103.73 83.316 59.39 47.63 40.83
aSubscripts indicate the statistical uncertainty in the final digit.
bDefined in Chapter 5.
cSolvent-accessible surface area relative to a flat interface.

A summary of various other interfacial and surface properties is given in Table 8.5.

The first two entries in this table are the position of the Gibbs dividing surface and

interfacial width, both of which are fit to the total solvent density. As the grafting

density is increased, the position of the Gibbs dividing surface shifts outward from

12.4 Å to 18.8 Å, indicating an increase in thickness of the alkyl phase. The interfacial

width shows a less systematic trend, but tends towards a larger value of 8 Å for the lower

two grafting densities and a smaller value of 6 Å for the three higher densities. The

increase in interfacial width likely occurs as a result of better solvation of the stationary

phase at lower coverages.

Another property relevant for explaining stationary phase properties is the amount

of stationary phase surface that is accessible to the mobile phase solvent. The total

amount of solvent accessible surface area (SASA) at the interface of stationary and

mobile phases, the portions of this surface area that are alkyl and siliceous, and the

alkyl surface area per chain are presented in Table 8.5. It should be mentioned that

since the silica surfaces studied here are planar and not curved, the change in surface

area that comes from simply increasing the alkyl layer width will not be observed. Thus,

these alkyl surface areas are more a measure of surface roughness.

The two phases with the lowest grafting densities are the only ones for which any

significant amount of silica surface is directly accessible to the solvent and this is likely

the reason why these two phases are so wettable. The low density phases are also the
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ones with the most total accessible area. In terms of just nonpolar alkyl surface area,

the 2.3 µmol/m2 coverage has the largest alkyl surface area while the other four phases

are very similar to each other. However, if the alkyl surface area is divided by the

number of ODS chains in the system one finds that there is a definite trend. As grafting

density is increased, the SASA per chain decreases. Thus, at low grafting densities the

chains are solvated more by the mobile phase while at higher densities they are more

self-solvated. Finally, the distribution of alkyl surface area as function of distance from

the substrate is shown in Figure 8.9. These surface area distributions indicate that

the two lower grafting densities have a more diffuse, or rough, surface while the higher

grafting densities have a more sharply defined surface. For all five grafting densities,

the main peak is located at the GDS, but the distributions for the two lower grafting

densities show a shoulder at z ≈ 7 Å, a value close to what one would expect for alkyl

chains laying flat on the silica substrate.

8.4 Conclusions

Realistic model RPLC systems with different alkyl surface coverages were studied with

configurational-bias Monte Carlo simulations in the constant pressure version of the

Gibbs ensemble. The simulations afford a wealth of molecular-level information on the
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effects of surface coverage on the stationary phase order, solvation of the alkyl chains

by the mobile phase, and the properties of the nonpolar stationary phase/polar mobile

phase interface.

As grafting density is increased, the alkyl chains in the stationary phase have a

larger preference to align themselves more perpendicular to the silica surface and form

a more uniform alkyl layer. However, even at the highest density, there is still a wide

distribution of chain conformations and the chains are not found to even nearly resemble

the all-trans/uniform tilt conformation.

At lower grafting densities, the chains are more easily wetted by the mobile phase.

Presumably, this results from a direct accessibility of the silica surface which cannot be

completely covered at low grafting densities. With the exception of a persistance at the

residual silanol sites, the mobile phase solvent is nearly excluded from the stationary

phase at the highest grafting density.

The interface between the hydrophilic mobile phase and hydrophobic stationary

phase is enriched in the organic component of the solvent and shows changes in the

hydrogen-bond network of interfacial solvent (due to preferential orientations) compared

to that of a bulk solvent. These effects become more dramatic as grafting density is

increased and the stationary phase becomes more hydrophobic.



Chapter 9

Influence of Surface Coverage. II.

Effects on solute retention.

9.1 Background

Selectivity and efficiency in RPLC can be optimized by adjusting the conditions under

which a separation is carried out, for example, by changing the mobile phase composi-

tion, temperature, pressure, or the nature of the stationary phase (chain length, bonding

density, or chain chemistry). In this chapter attention is given to the effects of alkylsi-

lane bonding density on the retention mechanism. In the preceding chapter, the effects

of bonding density on stationary phase chain structure and solvation were characterized

using molecular simulation. Here, a molecular-level analysis of the retention of both

polar and nonpolar solutes in the same set of systems is presented. This chapter will

start with a brief overview of some relevant experimental studies.

A handful of theoretical treatments aimed at yielding molecular-level information

regarding the effects of bonding density on solute retention have appeared in the liter-

ature [39, 40, 43]. However, the primary means of attempting to gather this molecular

information has been to use retention data itself. In this respect, the retention of a series

of solutes is measured on stationary phases of different grafting densities. The differing

† This chapter describes the outcome of a collaborative research project carried out by Jake L.
Rafferty and advised by J. Ilja Siepmann and Mark. R. Schure. A report on this research project has
been published [73].
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retentive properties are then used to infer details about the retention mechanism. The

following paragraphs will review some of this work. This review serves two purposes

in the context of the current paper: (1) to demonstrate the current level of knowledge

in the field, and (2) to introduce the experimental data that will later be compared

to the simulation results as a means of validation. This validation is important if the

molecular-level information from the simulation is to be trusted.

First, it should be mentioned that various studies have shown increases in grafting

density lead to an increase in shape selectivity. The term shape selectivity is used to

describe the ability of a stationary phase to separate a class of solutes based on their

molecular shape rather than their molecular weight or functional groups, for example

the separation of the geometric isomers of a polycyclic aromatic hydrocarbon. This

shape selectivity will be examined in Chapter 12. In contrast, the focus of the present

chapter is on the separation of compounds based on their functional groups so only work

related to this topic will be discussed here.

Kikta and Grushka examined the retention of a homologous series of alkylphenones

on C9 phases with bonding densities ranging from 0.3 to 1.5 µmol/m2 [173]. They

found that the retention factor of each member of homologous series increased with

increasing grafting density. Computing the methylene increment from their data with

a 50/50 (v/v) water/methanol mobile phase at 313 K, one finds a range of −1.2 to

−1.8 kJ/mol from the lowest to the highest bonding densities. These authors speculate

that one possible reason for the increase in retention is that more methanol, into which

the solutes can partition, is adsorbed onto the alkyl surface as the density is increased.

Hennion, Picard, and Caude synthesized octadecyl silane (ODS) stationary phases

with surface coverages ranging from 0.36 to 4.2 µmol/m2 and examined the retention

of a series of alkylbenzenes and phenol derivatives using water/methanol as the mo-

bile phase [174]. Their data show that with increases in bonding density, the retention

factor of the nonpolar alkybenzenes increased continuously while the retention factor

for some of the more polar phenol derivatives reached a maximum at a density around

2 µmol/m2. They also report data on the selectivity between various solute pairs as

density is increased. For example, both the toluene-benzene and cresol-phenol selectivi-

ties increased, which indicates that the hydrophobicity of the stationary phase increases

with increased grafting density.
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Retention factors of various benzene derivatives on C18 phases ranging in grafting

density from 2.4 to 3.4 µmol/m2 were measured by Tanaka, Goodell, and Karger [175]

and a similar class of solutes was studied by Miller and coworkers [176], but for lower

grafting densities ranging from 0.33 to 1.4 µmol/m2. Both studies directly compare

polar and nonpolar solutes on the same columns and find that the relative increase

in retention with increased density is much larger for the nonpolar solutes. In some

cases the retention of the more polar solutes actually decreased with increased bonding

density. This behavior was attributed to the decreased availability of residual silanols

at higher bonding densities. As a quantitative measure of the hydrophobicity of these

phases the methylene and hydroxyl increments were computed from Tanaka’s retention

data at 303 K with a 50/50 (v/v) water/methanol mobile phase. Methylene increments

(from ethylbenzene and toluene retention factors) were −1.4 kJ/mol and −1.7 kJ/mol

for the lowest and highest density phases, respectively. Hydroxyl increments (from 2-

phenyl-ethanol and ethylbenzene) were found to be +4.4 kJ/mol at 2.4 µmol/m2 and

+5.4 kJ/mol at 3.4 µmol/m2.

Sentell and Dorsey found that upon increasing C18 bonding density from 1.6 to

4.1 µmol/m2 the partition coefficient for napthalene shows a linear increase until it

reaches a maximum at 3.1 µmol/m2 [7]. They suggested that this maximum results

from an entropic expulsion of the solute due to packing constraints in the stationary

phase chains and that the dominant retention mechanism must be partitioning since

adsorption would not be affected by chain density. They also show that while the

partition coefficient had a maximum, the retention factor steadily increased since this

quantity is not multiplied by the decreasing phase ratio. The same authors have also

measured the retention of a series of alkylbenzenes and showed that methylene selectivity

increased only slightly as bonding density increased [8].

ODS stationary phases ranging in coverage from 0.0 (bare silica) to 4.24 µmol/m2

were examined by Buszewski and coworkers [9]. Like previous studies, they found that

retention factors increased with increasing surface coverage. The authors state that

this supports a partition-like retention mechanism at high coverages since adsorption

should not depend on coverage. They also found that selectivity increased for nonpolar

molecules (judged by toluene/benzene test mixtures), decreased for polar molecules

(nitrobenzene/phenol), and increased for nonpolar/polar mixtures (benzene/phenol)
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with increases surface coverage. Since there are fewer accessible silanols at higher chain

coverages, the decrease in nitrobenzene/phenol selectivity was thought to support a

retention mechanism in which adsorption to the silica surface is important. They also

cite that this is the reason for the increase in benzene/phenol selectivity.

Tan and Carr [14] examined the retention of nonpolar solutes on stationary phases

with grafting densities from 0.6 to 2.3 µmol/m2. They determined the free energies

of transfer from water/methanol mobile phases to these stationary phases and to a

hexadecane liquid phase. According to Dill’s lattice theory, the ratio of free energies

for the hexadecane transfer to the RPLC transfer, the F factor, should be unity if

partitioning is the dominant retention mechanism and approach six if adsorption is

dominant [39, 40]. It was found that F values decreased from near two for the lowest

grafting density to near one for the highest density. This was used to suggest that

the retention mechanism is more adsorption-like for lower density phases and more

partition-like for higher density phases. This was rationalized by assuming that, at

lower densities, the chains are collapsed upon the silica surface forming a film too thin

for solutes to partition into. At higher densities the phase becomes thick enough for it

to become a more liquid-like medium that the solutes can partition into.

For C18 phases with grafting densities ranging from 0.59 to 3.2 µmol/m2 Miyabe and

Guiochon [185] found that partition coefficients increase linearly with increasing grafting

density up to 2.3 µmol/m2 after which they begin to level off. These researchers state

that if the solutes interacted with more than one stationary phase chain at a time, then

one should not see this leveling off, but rather a concave upward behavior. It appears

that the authors concluded that each chain is a single adsorption site.

In another study on grafting density, Gritti and Guiochon measured the excess ad-

sorption isotherms of a few solutes from water/methanol mixtures onto C18 stationary

phases with grafting densities of 0.42, 1.01, 2.03 and 3.15 µmol/m2 [25]. Under lin-

ear chromatography conditions, they find a maximum in the partition coefficient at

2.03 µmol/m2, but find that the saturation capacity is highest at 0.42 µmol/m2. The

type of isotherm model that best fit the adsorption isotherm data for a given solute

did not change upon changing the grafting density and all solutes showed a best fit to

a multi-site Langmuir model. Furthermore, the adsorption energies from these models

also showed little dependence on grafting density. This suggests that there are similar
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types of adsorption sites in stationary phases with different grafting densities. The au-

thors suggest that these sites may be between chains in the bonded phase and at the

mobile/stationary phase interface. As grafting density is increased, the chains become

more tightly packed and the interchain sites become less available and, therefore, the

partition coefficient and saturation capacity decrease.

Indeed, the retention measurements discussed above have given much information

and insight, however, retention is a thermodynamic measurement and therefore cannot

directly prove the molecular details of a process. In contrast, the use of simulation allows

one to monitor precisely where the solutes reside within the RPLC system and with what

probability. This information is exactly what one needs to draw any firm conclusions

about the retention mechanism. In this chapter simulations aimed at discerning the

effects of alkyl surface coverage on the molecular mechanism retention are described.

Details on these simulations were given in Chapter 8 and will not discussed here.

9.2 Results and Discussion

This section shall begin by a presentation of simulation results that can be compared

directly to experimental retention data. This is done to establish that the simulations

yield accurate thermodynamics when compared to experiment. Agreement of thermo-

dynamic quantities validates the simulations and gives more weight to the validity of

molecular-level details that will be presented later in this chapter.

Plots of the net distribution coefficients and retention factors for two probe solutes, n-

butane and 1-propanol, along with the methylene and hydroxyl increments are presented

in Figure 9.1 and numerical results for these quantities are given in Table 9.1. Results are

presented for n-butane and 1-propanol since the former was the largest alkane studied

and since the latter has the same number of heavy atoms (i.e., similar strength of

dispersive interactions).

In general, the data in Table 9.1 and Figure 9.1 agree very well with experiment.

With increases in surface coverage, a steadily increasing retention factor is observed for

the nonpolar probe solute, n-butane, and this is in accord with the retention data for

other nonpolar solutes discussed in the introduction [7, 9, 173, 174, 175, 176]. Further-

more, the maximum in the distribution coefficient for the nonpolar solute also agrees
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Figure 9.1: Distribution coefficients and retention factors for n-butane and 1-propanol
(top and bottom left, respectively) and free energies of retention for the methylene and
the hydroxyl group (top and bottom right, respectively).

with previous experimental work [7, 25, 185]. When examining the polar solute 1-

propanol, it is evident that it behaves quite differently and actually shows a partition

coefficient that reaches its maximum more quickly than n-butane when bonding density

is increased. Additionally, the selectivity between the nonpolar and polar probe solutes

increased continuously with increases in surface coverage. These two observations also

match the experimental retention data [9, 174, 175, 176].

In Chapter 7, it was shown that the values of ∆GCH2
and ∆GOH for the sim-

ulated 2.9 µmol/m2 stationary phase agree very well with the experimental work of

Barman, which was carried out under very similar conditions, over a wide range of

water/methanol ratios [171]. Although it was not possible to make as direct a com-

parison to experiment here, the proper trends in these incremental free energies are

observed. From the simulations, the methylene increment decreases slightly from −1.1

to −1.4 kJ/mol when increasing the grafting density from 1.6 to 2.9 µmol/m2. The

methylene increment then remains constant with further increases in density. For the
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Table 9.1: Net distribution coefficients, retention factors, selectivities, and incremental
free energies of retention.a,b

Coverage Kbutane k′

butane Kpropanol k′

propanol

k′

butane

k′

propanol

∆GCH2
∆GOH

1.6 µmol/m2 7.911 4.16 1.2213 0.637 6.68 −1.094 4.038

2.3 µmol/m2 12.54 8.73 1.376 0.954 9.22 −1.245 4.8512

2.9 µmol/m2 16.214 11.611 0.975 0.703 16.63 −1.436 6.2610

3.5 µmol/m2 18.39 15.48 0.956 0.806 19.310 −1.454 6.6913

4.2 µmol/m2 17.76 19.06 0.804 0.864 22.15 −1.444 7.1012
aSubscripts indicate the statistical uncertainty in the final digit(s).
bFree energies in units of kJ/mol.

hydroxyl increment, the opposite trend is observed. This increment steadily increases

with increasing grafting density.

Data from Tanaka and coworkers show that the methylene increment decreased by

about 0.2 kJ/mol and the hydroxyl increment increased by about 1.0 kJ/mol when going

from 2.4 to 3.4 µmol/m2 [175]. The same decrease in methylene increment and a slightly

larger increase in hydroxyl increment when with a similar increase in density (2.3 to

3.5 µmol/m2) is observed from the simulations. However, this experimental study used

a slightly lower methanol volume fraction and temperature than the current simula-

tion study. Thus, an exact match in free energies is not expected, rather just similar

trends. The increase in methylene selectivity also agrees with other work discussed in

the introduction [8, 9, 14, 173, 174, 176].

An important point that should be mentioned is that not only do the simulations

yield accurate free energies (which is dependent solely on the force field), many of these

free energies can be computed with greater precision than the corresponding experi-

mental numbers. This is a testament to the efficiency of the advanced Monte Carlo

techniques employed in this study.

Now that it has been validated that the method yields the correct thermodynamics

at the macroscopic level, the microscopic information that is also provided by the sim-

ulations will be discussed. Figure 9.2 shows the distribution coefficient K of n-butane

and 1-propanol as function of z, or distance from the silica surface, for the five different

grafting densities studied. Larger values of K(z) indicate the regions where the solutes
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Figure 9.2: Distribution coefficient profiles for n-butane (left) and 1-propanol (right).
For reference, the position of the Gibbs dividing surfaces are indicated by the dashed
vertical lines.

have a larger probability of residing (regions of lower free energy). The features in these

plots indicate that for both solutes the stationary phase behaves as a heterogeneous

medium with multiple preferred regions.

For n-butane, it was shown in Chapter 7 that there is a bimodal behavior in the

K(z) profiles for a 2.9 µmol/m2 stationary phase over a wide range of water/methanol

and water/acetonitrile concentrations. There was one peak in the center of the bonded

phase (z ≈ 8 Å) and one in the interfacial region just inside the GDS (z ≈ 14 Å). In

general, this behavior seems to preserved when the grafting density is changed. Two

peaks, one at z ≈ 8 Å and one just inside the GDS, are evident at all coverages except

1.6 µmol/m2. However, at the lowest coverage these two peaks likely overlap since the

GDS has shifted to z values much closer to 8 Å.

The heights of both of these K(z) peaks increase with increases in grafting density,

although it appears that the peak in the interfacial region increases more rapidly. This

suggests that interfacial adsorption becomes increasingly important relative to full pen-

etration into the bonded phase as the bonded phase becomes more dense. This is in

contrast to previous assumptions that an adsorption mechanism would not be affected

by grafting density, and casts doubts on the conclusions that partitioning is the primary

retention mechanism at higher coverages [7, 9, 14]. Nonetheless, it is interesting to note

that the height of the peak in center of the bonded phase, the one that could definitely
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be called partitioning, continues to increase with increasing grafting density despite that

the total amount of free volume within the bonded phase decreases. It was suggested in

Chapter 7 that retention in this region of the bonded phase may be related to ordering

of the alkylsilane chains and, therefore, differs from bulk partitioning. This ordering

clearly increases with grafting density (see Chapter 8).

For 1-propanol, the K(z) profiles also indicate some degree of heterogeneity in the

stationary phase. At all grafting densities there is a large peak in the interfacial re-

gion nearly centered on the GDS. This indicates that interfacial adsorption is the most

important factor for retention of this polar, hydrogen bonding solute regardless of the

stationary phase coverage. However, as the surface coverage decreases, there is a great

deal more penetration of 1-propanol into the stationary phase. This is likely the direct

result of the increased amount of mobile phase solvent within the stationary phase (see

Chapter 8). These solvent molecules within the stationary phase can serve as hydrogen

bonding sites for the solute. Additionally, all systems show K(z) peaks for 1-propanol

in the 3–7 Å region. These are the result of hydrogen bonding of the solute to the

residual silanol groups and surface bound solvent as discussed in Chapter 7. Clearly,

this phenomenon is more important at lower surface coverages where there are more

residual silanols and surface bound solvent. This confirms previous conclusions that the

reduction in the number accessible silanols is the reason for the decrease in retention

of polar solutes with increased grafting density [9, 175]. However, this effect may be

more indirect. The increased number of silanol groups at lower coverages leads to more

mobile phase solvent throughout the bonded phase. This results in a stationary phase

with an increased number of hydrogen bonding sites for polar solutes at regions other

than just near the silica surface. This hydrogen bonding will be quantified and discussed

in more detail later.

The positional distribution of solutes within the stationary phase already gives much

information about the retention process, but additional insight can be achieved by

examining the orientation of solutes as a function of position. To do this, the order

parameter Sn is plotted as a function of z for n-butane in Figure 9.3. Additionally,

since 1-propanol has a polar head and a nonpolar tail, the orientation of its end-to-end

vector (cos θete) is also presented in the figure.

The S(z) profiles for n-butane indicate that near the silica substrate there is a
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preference to be parallel to the surface (negative S values), in the center of the bonded

phase the preference changes to a perpendicular alignment (positive S values), and in the

interfacial region there is a very slight preference for parallel alignment. The magnitude

of the S(z) values, and thus the preferential orientation of n-butane, near the substrate

and in the interfacial region are similar among the five grafting densities. However, the

preferred orientation in the center of the bonded phase becomes more pronounced as

grafting density is increased. At the lowest coverage their is essentially no preference

near z =10 Å, but the value of S(z) steadily increases to a maximum of about 0.22

at the highest coverage. This increase in rotational anisotropy with increased bonding

density is in agreement with conclusions drawn by Wright and coworkers from their

EPR data [181].

For 1-propanol, unlike n-butane, there is a huge preference to be perpendicular to

silica surface when near it. Combined with this is a preference to have its polar hydroxyl

group pointing towards the surface when it is in lower part of the bonded phase. In

this manner it can best interact with the surface silanols and surface bound solvent.

Additionally, 1-propanol molecules in the interfacial region prefer to direct their polar

hydroxyl groups towards the mobile phase where they can hydrogen bond with the

solvent. The preferred orientations of 1-propanol become much stronger as the grafting

density is increased. This is the result of the drastic decrease in the amount of solvent

molecules within the stationary phase. At the highest grafting densities there are very
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Figure 9.4: Distribution of n-butane in the x–y plane (the plane parallel to the silica
surface) for molecules within 10 Å of silica surface (top row) and for molecules more
than 10 Å from silica surface, but inside the GDS (bottom row). Black circles represent
the location of the residual silanol groups and white circles indicate where the dimethyl
octadecylsilane chains are tethered to the substrate.

few solvent molecules within the stationary phase for 1-propanol to interact with, so it

must find hydrogen bonding sites near the silica surface and at the stationary/mobile

phase interface if it would like to keep its nonpolar tail in the stationary phase.

The distribution of solute molecules as a function of z is clearly heterogeneous. It

is also of interest whether the stationary phase shows heterogeneity in the x–y plane,

i.e., the plane parallel to the silica surface. Figure 9.4 shows contour plots that depict

the distribution of n-butane in this plane. Plots are shown for molecules in the more

ordered region of the stationary phase (within 10 Å of the silica surface) and in the

more disordered/interfacial region of the stationary phase (from z = 10 Å to the GDS).

In each simulation, there are two silica surfaces, but for brevity the plots are shown

for one of these surfaces and for three of the five surface coverages. The same general
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Figure 9.5: Simulation snapshots of retained n-butane molecules at a coverage of
4.2 µmol/m2.

conclusions can be drawn are regardless of which of two surfaces are chosen and the

same trends are observed if only three of the five coverages are examined.

At the lowest surface coverage, the distribution of n-butane shows the least amount

of heterogeneity in the x–y plane for both of the regions. Upon increasing the surface

coverage, the distribution in the upper region (z = 10 Å to the GDS) does not change

significantly. However, the lower region begins to show a great deal of heterogeneity.

The n-butane molecules begin to localize at positions where the C18 chains are not

anchored, i.e., right above the residual silanol groups (the grafting locations of the C18

chains and residual silanol groups are indicated in the figure by white and black circles,

respectively). At the highest grafting densities, the stationary phase becomes highly

crowded and these sites above the silanols are the only favorable locations n-butane

molecules can find without significant overlap with the chains and their dimethyl side

groups.

In summary, the simulations demonstrate that n-butane molecules show two main

preferred locations within the stationary phase. The first location is in the center of the

bonded phase. Here, n-butane prefers to align itself perpendicular to the substrate and

to reside at locations where the alkylsilane chains are absent. The second location is in

the interfacial region. In this location, n-butane has a slight preference for an alignment

parallel to the surface and a more homogeneous distribution in the plane parallel to
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the substrate. Representative snapshots of retained n-butane molecules in these two

locations are shown in Figure 9.5.

The x–y distribution of 1-propanol is shown in Figure 9.6. Like n-butane, 1-propanol

prefers some specific regions within the x–y plane when in the lower portion of the

bonded phase (z < 10 Å). However, unlike n-butane, the presence of these regions

is not strongly dependent on the grafting density. Looking at the locations of these

regions relative to the locations of the residual silanol groups a pattern is seen. 1-

propanol molecules have the highest preference to reside at positions where they can

interact with three residual silanol groups. In this manner, 1-propanol is able to form

its maximum of three hydrogen bonds by accepting hydrogen bonds from two of the

silanols and donating to the third. It is very interesting to note that n-butane shows a

much stronger preference to localize in specific regions of the lower portion of stationary

phase (K values up to 80), despite that for 1-propanol there are locations where it can

maximize hydrogen bonding. This may be connected to the fact that 1-propanol forms

more hydrogen bonds with solvent molecules than with the silanols when in the bonded

phase (see discussion below).

The distribution of 1-propanol in the upper portion of the stationary phase (z = 10

Å to GDS) is much less heterogeneous than in the lower portion, however there is still

some detectable heterogeneity. This heterogeneity also seems to have little dependence

on the grafting density. Some of these more favorable regions in the upper portion of the

stationary phase are directly above favorable regions in the lower portion of stationary

phase. It has been shown that solvent molecules can form bridges from the mobile phase

to the silanol groups on the silica surface [69]. Thus, it appears that these bridges create

favorable regions for polar solutes in the otherwise hydrophobic stationary phase.

The detailed analysis of 1-propanol’s distribution reveals that there are two im-

portant factors for retention, adsorption at the stationary–mobile phase interface and

interaction with silanols and/or sorbed solvent. Representative snapshots of retained

1-propanol molecules in these two locations are shown in Fig. 9.7. The snapshot on the

left shows a 1-propanol molecule in the interfacial region. Here, it inserts its hydropho-

bic tail into the stationary phase and leaves its hydroxyl group available to hydrogen

bond with the mobile phase solvent. In the other snapshot, 1-propanol is hydrogen

bonding with three silanol groups.
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Figure 9.6: Distribution of 1-propanol in the x–y plane. Panel arrangement and symbol
style as in Fig. 9.4.

The retentive behavior of the alcohol molecule can be at least partially explained

by an analysis of its hydrogen bonding. Therefore, Table 9.2 shows the number of

hydrogen bonds with the residual silanols, sorbed solvent (inside the GDS), and non-

sorbed solvent (outside the GDS) per alcohol solute retained in the stationary phase.

This data indicates that at all grafting densities the number of hydrogen bonds with

silanol groups is significantly smaller than the number with sorbed solvent. The number

is smallest for the highest grafting densities, as there are fewer residual silanols present.

However, the alcohol solutes at the lowest grafting density show similar amounts of

hydrogen bonding with the surface silanols as at the intermediate densities. This reflects

a balance between the number of available silanol sites and competition with the solvent

molecules for these sites. At the lowest grafting density there are more silanol sites,

but also more mobile phase solvent within the stationary phase (see Chapter 8). The
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Figure 9.7: Simulation snapshots of retained 1-propanol molecules at a coverage of
2.9 µmol/m2.

number of hydrogen bonds with solvent inside the stationary phase is higher for the

lower grafting densities and this is why more alcohol solutes penetrate into the center

of the bonded phase. However, this is not a continuous trend, but rather there is a

maximum at 2.3 µmol/m2. This is probably a result of the fact that, as the grafting is

increased, the volume of the stationary phase increases while the density of the solvent

within it decreases.

Interestingly, the number of hydrogen bonds with sorbed solvent at the three highest

coverages is similar to a n-hexadecane phase saturated with a 50/50 water/methanol

solvent (simulation details as in Chapter 4), although this may not be the case if other

solvent mixtures are used (see Chapter 7). In contrast to the number of hydrogen bonds

with sorbed solvent, the number of hydrogen bonds with molecules outside the GDS

is larger for the higher grafting densities and this is why the interfacial region is more

favorable at these densities. The total number of hydrogen bonds per alcohol molecule in

the stationary phase shows little dependence on coverage and is always smaller than the

number of hydrogen bonds for solutes in the mobile phase. This decrease in hydrogen

bonding in the stationary phase as compared to the mobile phase is what drives the

partition coefficients for 1-propanol to much smaller values than for n-butane at all

grafting densities.
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Table 9.2: Number of hydrogen bonds per alcohol solute molecule in retentive and
mobile phases.a,b,c

Phase NSiOH Nin Nout Total

1.6 µmol/m2 0.132 0.763 1.081 1.981

2.3 µmol/m2 0.143 0.842 0.991 1.961

2.9 µmol/m2 0.121 0.401 1.412 1.931

3.5 µmol/m2 0.062 0.422 1.471 1.921

4.2 µmol/m2 0.051 0.441 1.441 1.941

50/50 water/methanol 2.081

n-hexadecaned 0.421
aA solute is defined to be in the retentive phase when it is in the first solvation shell
(6.0 Å) of any stationary phase segment.
bSubscripts indicate the statistical uncertainty in the final digit.
cNSiOH, Nin, Nout indicate the average number of hydrogen bonds (per alcohol solute)
with silanol groups, solvent molecules inside the GDS and solute molecules outside the
GDS, respectively.
dSaturated with 50/50 water/methanol

In the beginning of this Results and Discussion Section, the overall incremental free

energies of retention for the methylene and the hydroxyl groups were discussed. Just like

the plots of K(z) these incremental free energies can be plotted as function of distance

from the substrate (see Figure 9.8). For the methylene increment, the general shape of

the free energy profile looks similar at all grafting densities. The free energy begins to

become negative as the solute moves from the mobile phase into the interfacial region,

reaches a minimum at around z = 10 Å, and then increases rapidly as the dimethyl side

chains and the silica substrate are encountered. The minimum at 10 Å decreases from

about −1.2 kJ/mol at 1.6 µmol/m2 to −1.7 kJ/mol at 2.9 µmol/m2 and then shows no

further decrease as the density is increased.

The interfacial region also becomes more favorable for the methylene group as graft-

ing density is increased. This is in contrast to suggestions that an adsorption mechanism

should not be affected by grafting density [7, 9]. Additionally, the F factor, or ratio of

free energies for the hexadecane transfer to the RPLC transfer, appears to be somewhat

meaningless in interpreting the retention mechanism. The methylene increment is only

slightly smaller in the interfacial region (adsorption) than in the center of the bonded

phase (partition), not a factor of six smaller as predicted by Dill’s lattice theory [39, 40].
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Figure 9.8: Incremental free energy profiles. Dashed vertical lines indicate the location
of the GDS.

For the hydroxyl increment, the general shape of the free energy profile also shows

little dependence on surface coverage. Moving from the mobile phase into the stationary

phase the free energy of transfer increases and reaches a maximum at z ≈ 9 Å (i.e., a

free energy barrier) and then decreases as the silica surface is approached. The height of

this barrier increases continuously from about 5 kJ/mol at the lowest density to about

15 kJ/mol at the highest density. The increased height of this barrier is the direct result

of the depletion of water and methanol within the interior of the bonded phase.

9.3 Conclusions

Particle-based Monte Carlo simulations were carried out to examine the effects of graft-

ing density on solute retention in RPLC. The simulated retention data shows excellent

agreement with the thermodynamic data measured experimentally. The partition co-

efficients for both the polar and nonpolar solutes studied show a maximum as grafting

density is increased. This maximum is found at lower densities for the polar solute. The

molecular mechanism of solute retention does not appear do change drastically upon

increasing grafting density. However, there are multiple modes of retention for both

nonpolar and polar solutes and the relative importance of each of these modes does

show dependence on bonding density.



Chapter 10

Effects of Polar Embedded

Groups

10.1 Background

Alkyl-modified surfaces are extremely versatile materials, and among their most impor-

tant applications is reversed-phase liquid chromatography (RPLC) where alkyl ligands

grafted onto silica microspheres form the stationary phase. The separation of analytes

in RPLC originates from the differing affinities of the analytes for the stationary and

mobile phases. Octadecylsilane (C18) ligands are most commonly used as bonded phase

in RPLC, and through optimization of chromatographic parameters (mobile phase com-

position, temperature, and their gradients) an exceptionally wide range a separations

can be achieved. However, in certain cases the chromatographer cannot find a set of

parameters that allows for the necessary selectivity and/or reproducibility. In these

cases one may desire to change the chemistry of the stationary phase itself. To this

effect, a wide variety of RPLC phases containing polar functionality have become com-

mercially available. One such class of phases, called polar-embedded phases, contain

polar moieties within the alkyl chain. Most commonly this polar group is placed three

methylene units up from the silica substrate and is followed by 8 to 18 more methylene

† This chapter describes the outcome of a collaborative research project carried out by Jake L.
Rafferty and advised by J. Ilja Siepmann and Mark. R. Schure. A report on this research project has
been published [71].
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units. Common polar-embedded groups include amides, ethers, carbamates, and ureas.

Polar-embedded phases were originally developed to reduce peak tailing with ba-

sic analytes [186], but the molecular-level reasons for their improved performance are

not yet fully understood. Peak tailing in RPLC is most often the result of strong

interactions of the basic solute with the residual (acidic) silanols. It has been sug-

gested that these interactions are reduced by polar-embedded phases through various

mechanisms including a blocking of residual silanols on the silica substrate by the polar-

embedded groups [187, 188, 189], a layer of solvent near the polar groups that shields the

silanols [187, 190, 191], or protonization of the polar groups leading to ionic repulsion

of basic solutes [192, 193, 194].

Polar-embedded RPLC phases can also be advantageous when highly aqueous phases

are required [189, 190, 191] because of their improved wettability over the traditional

alkyl phases. Furthermore, polar-embedded phases can offer unique separation selec-

tivities [189, 194, 195, 196, 197, 198] and this opens up the door to wide variety of

separations not possible on alkyl phases.

In order to more effectively use existing polar-embedded phases and to develop

novel RPLC stationary phases with the desired characteristics, there is a need to better

understand how these phases function at the molecular level. In particular, specific

interactions of analytes with the polar-embedded groups may allow one to design chro-

matographic systems that enhance the importance of analyte functional groups for sep-

aration, rather that properties of entire molecules, such as lipophilicity, that dominate

retention on the traditional alkyl phases. Thereby, one may achieve orthogonal retentive

phases that better mimic the interactions of drug molecules or toxins with their natural

targets [199]. Furthermore, the insight gained from this work on polar-embedded phases

is relevant to numerous biological processes, for example, the transport of drugs across

lipid bilayers.

To provide a molecular-level understanding of polar-embedded RPLC phases, the

present study examines three different stationary phases using molecular simulation.

The first phase contains an embedded amide functionality, the second possesses two

ether groups, and the third is a traditional alkyl phase for comparison (see Figure 10.1).

In particular, the effects of these polar-embedded groups on stationary-phase wetting,
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chain conformation, and solute retention are examined. In addition, the possible mech-

anisms for reduced silanol activity with polar-embedded phases are discussed.

10.2 Simulation Details

Configurational-bias Monte Carlo simulations in the NpT version of the Gibbs ensemble

were carried out to investigate the structural and retentive properties of three differ-

ent reversed-phase packings in contact with methanol/water mobile phases ranging in

composition from pure water to pure methanol. As described in Chapter 5, the Gibbs

ensemble simulations utilize three separate simulation boxes that are in thermodynamic

contact but do not share an explicit interface. The first simulation box contains the

model stationary phase in contact with solvent while the second and third boxes contain

a mobile phase solvent reservoir and a ideal vapor phase, respectively.

The three different stationary phases used in this study were a traditional alkyl

phase, a phase with an amide functionality, and a phase with two ether groups. The

chemical structures of the chains in each of the three phases are shown in Figure 10.1.

For the polar-embedded phases, the polar group was placed three methylene groups

up from the silicon link atom and the length of the terminal alkyl segment following

the polar group was chosen such that polar embedded chains had the same number

of backbone segments as the C18 alkyl phase chains. All simulations were carried out

with the bonded phase chains at the exact same grafting sites on the silica substrate in
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order to afford a direct comparison. In addition to different stationary phases, mobile

phases with four different water-methanol compositions were used: 0, 0.33, 0.67, and 1.0

molfraction methanol (denoted as systems WAT, 33M, 67M, and MET, respectively).

The total numbers of solvent molecules ranged from 1200 in system WAT to 800 in

system MET. Also present was a set of solutes (2 each of 1 to 4 carbon n-alkanes and

n-alcohols) that allowed for an examination of the retention mechanism.

The simulations were performed at a temperature of 323 K and a pressure of 1 atm.

At each solvent/stationary phase composition four independent simulations were carried

out. Each independent simulation was equilibrated for at least 2 x 105 Monte Carlo

(MC) cycles followed by an additional 2 x 105 MC cycles for production. One MC cycle

corresponds to N MC moves, where N is the number of molecules in the three-phase

system. Statistical uncertainties in the reported quantities were estimated from the

standard error of the mean of the results from four independent simulations.

10.3 Results and Discussion

Snapshots of equilibrated configurations for each of the three bonded phases in system

33M are shown at the top Figure 10.2. From these, it can be immediately observed

that a large number of solvent molecules are located within the polar-embedded phases

while the alkyl phase is nearly void of solvent except very near the substrate. However,

other differences between the three phases are more subtle and require a full analysis of

the simulation trajectory.

10.3.1 Solvent Penetration and Wetting

In addition to the snapshots, Figure 10.2 also depicts the ensemble averaged density

profiles for the solvent molecules and the bonded-phase atoms as a function of z, the

distance from the silica surface. Starting at the silica surface and increasing in magni-

tude of z, a variety of different structural features in the solvent density are seen. The

first is a sharp peak at z ≈ 3 Å and is present in all systems. This peak corresponds

to solvent molecules H-bonded to the dangling silanol groups (see Chapter 6). Next,

and also in all systems, comes a region near z ≈ 5 Å where the solvent density shows

a minimum. This is a result of the crowding caused by the dimethyl side chains on the
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silane group (for clarity, these are not shown in the density profiles).

Moving further outward from the substrate, one begins to see distinct differences

between the twelve stationary phase/solvent systems. For the polar-embedded phases,

a significantly larger solvent density is found within the stationary phase for all mobile

phase compositions. The amount of solvent penetration is smallest for the pure water

systems, but it is noted that the water density extends all the way through the polar-

embedded phases to the substrate while most of the alkyl phase is void of the solvent.

The ether phase appears to be most wettable in pure water.
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For both the ether and the amide phase the overall solvent density within the sta-

tionary phase increases dramatically when moving from WAT to 33M, but then increases

to a lesser extent with further increases in methanol content. This is also reflected by a

corresponding shift of the Gibbs dividing surface (GDS) of the solvent to larger z-values

for the two polar-embedded phases, while the location of the GDS does not depend

strongly on the solvent composition for the alkyl phase.

The solvent density profiles show marked differences between the two polar phases.

For the amide phase there is a maximum in the solvent density at z ≈ 9 Å (corresponding

to the position of the amide group) and a minimum around 12 Å. For the ether phase, the

solvent density is less structured and shows a plateau for 8 < z < 14 Å. Continuing on

from the core of the bonded phase, the interfacial region is examined. Two key features

are noted in this interfacial region, an enrichment in the methanol concentration for the

mixed solvents and a minimum in the total density for solvents WAT and 33M. This

minimum indicates a partial drying effect at the interface [133] and is most prevalent

with pure water. The drying is less apparent for the polar embedded phases, especially

the ether phase, and becomes insignificant with increasing methanol concentration. An

analysis of the local mole fraction enhancements as a function of z (see Figure 10.3)

shows that the alkyl phase has the highest affinity for methanol. The amide phase

follows closely behind while the ether phase shows a much smaller methanol enrichment.
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The maximum in methanol mole fraction enhancement occurs at z ≈ 8 Å for all three

stationary phases, but the peak is sharper for the polar embedded phases and is located

near where the polar groups reside.

Information on the specific interactions between polar-embedded groups and solvent

molecules can be gleaned from the radial distribution functions (RDFs) in Figure 10.4

and the analysis of the H-bonding presented in Table 10.1. For the amide phase, the

RDFs indicate very strong H-bonding between the amide hydrogen and solvent oxygen

(blue lines) and to a lesser degree between the carbonyl oxygen and the polar hydrogen

of the solvent (red lines), whereas there is little indication for H-bonding to the amide

nitrogen. For the ether phase, the RDFs show that the oxygen atom in position 7 of

the chain is better solvated than the other oxygen atom. The relative peak heights

indicate that the amide group is preferentially solvated by methanol, while in particular

the ether oxygen in position 4 is preferentially solvated by water. The analysis of the

number of H-bonds provides more quantitative information on these preferences. For

example, opposite of what one would suspect based on the bulk solvent mole fractions,

the amide phase forms twice as many H-bonds with methanol than with water in system
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Table 10.1: Number of hydrogen bonds with solvent per stationary phase chain.a,b

Label Definition

Ow water oxygen Oa amide oxygen
Hw water hydrogen Ha amide N -hydrogen
Om methanol oxygen Oe1 bottom ether oxygen
Hm methanol hydrogen Oe2 top ether oxygen

Amide Phase
Solvent Ha–Ow Oa–Hw Ha–Om Oa–Hm Total

WAT 0.363 0.352 − − 0.715

33M 0.221 0.151 0.523 0.242 1.146

67M 0.081 0.091 0.712 0.303 1.197

MET − − 0.782 0.334 1.115

Ether Phase
Solvent Oe1–Hw Oe2–Hw Oe1–Hm Oe2–Hm Total

WAT 0.451 1.001 − − 1.442

33M 0.411 0.732 0.101 0.251 1.494

67M 0.282 0.463 0.161 0.443 1.349

MET − − 0.211 0.671 0.892
aSubscripts indicate the standard error of the mean in the final digit.
bThe amide nitrogen accepts a H-bond for less than 1% of chains.

33M (i.e., an enrichment by a factor of 4), while the ether phase forms about 25% more

H-bonds with water than with methanol in system 67M (i.e., an enrichment by a factor

of 2.5). Interestingly, the ether phase forms more H-bonds than the amide phase for

all but system MET and is well wetted even for system WAT (see also Figure 10.2).

The amide phase’s reduced affinity to H-bond with water is likely the reason for a lower

solvent density within the stationary phase in system WAT (see Figure 10.2). However,

it is noted that the amide phase’s strong preference to H-bond with methanol may allow

it to be well solvated even in low-methanol mobile phases, e.g. 5% methanol.

10.3.2 Interactions of Polar-embedded Groups with Silanols

One possible reason for the reduced silanol activity found for the polar-embedded phase

is that these polar groups may interact directly with the silanol groups thereby compet-

ing with the solutes for these silanol adsorption sites [187, 188, 189]. The simulations

indicate that this explanation is unlikely. That is, the polar-embedded group–silanol
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RDFs in general do not exhibit any pronounced peaks at distances typical for a H-

bond (see Figure 10.5 for system 33M) and only a small peak is found for the amide

hydrogen–silanol oxygen. A H-bond analysis shows that, in all solvent systems, much

less than 1% of polar-embedded groups form a H-bond with silanols. The reasons for

this lack of H-bonding are likely geometric strain and steric limitations. There is only

a three methylene group spacer between the polar group and the substrate and this

small portion chain is simply not flexible enough to assume a conformation that brings

the polar group in close enough contact with the silica surface. Furthermore, the two

methyl side groups lead to steric crowding near the silica surface.

10.3.3 Bonded Phase Conformation

While the structure of various alkyl stationary phases in RPLC has been the topic of

many experimental studies, little work has been done to characterize the structure of

stationary phases with incorporated polar groups. Therefore, this section will focus

on analyzing the structure of the polar embedded phases simulated in this work and

comparing these results to the alkyl phase. A variety of measures describing chain

conformation can be used to establish the structural similarities and differences between

the different bonded phases studied here (see Table 10.2). These measures aim at

discerning order and disorder in the stationary phase and can be used to explain the

retentive characteristics of these phases, which it the topic of the following section.
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Table 10.2: Averages of some conformational properties for stationary phases with and
without polar embedded groups.a,b

WAT 33M
Amide Ether Alkyl Amide Ether Alkyl

rete/ [Å] 14.81 14.74 16.24 15.66 15.14 15.74

zCH3
/ [Å] 11.21 10.01 9.11 15.03 13.52 11.51

cos θete 0.483 0.392 0.372 0.699 0.597 0.433

S16 −0.0233 −0.051 −0.142 0.171 0.071 −0.101

fgauche 0.302 0.281 0.251 0.291 0.311 0.271

67M MET
Amide Ether Alkyl Amide Ether Alkyl

rete/ [Å] 16.13 15.72 16.13 16.45 16.03 16.43

zCH3
/ [Å] 15.42 15.53 11.92 16.12 15.62 12.02

cos θete 0.693 0.695 0.522 0.746 0.686 0.496

S16 0.191 0.143 −0.082 0.211 0.171 −0.061

fgauche 0.281 0.301 0.265 0.281 0.292 0.251
aSubscripts indicate the standard error of the mean in the final digit.
bThese conformational properties are defined in Chapter 5.

The density profiles for the different stationary phases (see Figure 10.2) already give

some indication of chain conformation. As methanol content in the mobile phase is

increased, the bonded phase density extends further into the mobile phase, and this

extension is greater for the polar-embedded phases. The extension of the chains can be

quantified by the average height of the terminal methyl group, zCH3
, which increases

significantly with increasing methanol concentration and is typically about 3–4 Å larger

for the polar-embedded phases as compared to the alkyl phase.

Chain alignment can be quantified by cos θete, or the cosine of the angle between

chain end-to-end vectors and the normal to the silica substrate. Values of unity for

the cosine indicate a chain orientation perpendicular to the silica surface and values

of zero indicate chains parallel to the surface. Table 10.2 gives the average value of

cos θete while Figure 10.6 depicts its distribution. These data indicate that the chains

prefer a more erect conformation for all bonded phases when the methanol fraction is

increased. Comparing the different stationary phases shows that (with the exception

of system WAT where the distributions are similar) the polar-embedded phases have

a stronger preference for vectors being perpendicular to the substrate. The average
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values of cos θete are largest for the amide phase, closely followed by the ether phase,

and smallest for the alkyl phase in all four solvents.

Complementary, but more localized, information on chain alignment can be gained

from the orientational order parameter Si along the chain backbone (defined in Chap-

ter 5). As seen in Figure 10.7, the first 1–3 vector (S1) prefers to be perpendicular to

the substrate and the terminal 1–3 vector (S16) shows a near random orientation for all

three bonded phases in solvent 33M . However, what happens in between these two end

vectors is different for the three bonded phases. For the amide phase, the S3 to S5 values

are larger than for the other phases. These vectors correspond to the position of the

amide group and the larger S values are likely due to its rigidity (and intermolecular

H-bonding, see below). The remaining portion of the amide phase is very similar to

the ether phase and the Si values for both polar-embedded phases are shifted upward

compared to the alkyl phase. Although not shown here, the order parameters for the

other solvent compositions show very similar trends.

The fraction of gauche defects along the chain backbone in solvent 33M is also

depicted in Figure 10.7. Interestingly, the total number of gauche defects are quite

similar for all twelve systems (see Table 10.2). The polar-embedded chains have slightly

more gauche defects (≈29%) than the alkyl phase (≈25%). However, an examination

of the fraction of gauche defects along the chain backbone indicates striking patterns of
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conformational defects near the grafting point for the polar-embedded phases, while the

the alkyl chains show a relatively flat profile. For example, the dihedral angle possessing

the most defects involves O–C–C–O for the ether phase and the torsion with the least

gauche defects involves C–NH–CO–C for the amide phase, i.e., the two ether groups

introduce flexibility in the backbone while the amide group is relatively rigid.

The various measures of stationary phase chain order presented above mostly indi-

cate that the polar-embedded phases are more ordered than the standard alkyl phase.

This enhanced ordering may simply be due to the increased amount of solvent within

the more wettable polar-embedded phases. However, this enhanced ordering may also

be the result of specific H-bond interactions in which solvent molecules can tether the

chains to each other or to the residual silanol groups. Furthermore, since the amide

group possesses both H-bond donor and acceptor capabilities, these chains can directly

H-bond with each other. Diagrams of these possible hydrogen bond tethers along with a

simulation snapshot of a solvent mediated tether are shown in Figure 10.8. The numbers

of such H-bonded tethers per stationary phase chain are listed in Table 10.3.

For the amide phase, there are ≈0.27 direct H-bonds between embedded groups for

the WAT mobile phase, while the number is close to 0.08 for the methanol-containing

phases. Overall, there are more solvent-mediated tethers and direct links for WAT
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Figure 10.8: Definitions of the different types of hydrogen bonded tethers for polar
embedded groups (PEG) and snapshot of a solvent mediated tether.

Table 10.3: Number of hydrogen-bonded tethers per stationary phase chain.a,b

Amide Phase Ether Phase
P–Pb P–S–Pc P–S–Sid P–S–P P–S–Si

WAT 0.278 0.162 0.389 0.203 0.162

33M 0.084 0.267 0.063 0.051 0.176

67M 0.053 0.247 0.064 0.082 0.179

MET 0.104 0.185 0.031 0.000 0.032
aSubscripts indicate the standard error of the mean in the final digit.
bThe definitions of P–P, P–S–P, and P–S–Si are depicted in Figure 10.8

solvent (0.82 and 0.36 for the amide and ether phase, respectively) than for the other

solvents, which makes sense since water has more H-bond donor sites than methanol.

For the three methanol containing solvents, solvent tethers between amides are more

prevalent, while tethers to silanols are more prevalent for the ether phase. The significant

amount of direct interchain H-bonding and solvent tethers helps to explain why amide

phase is slightly more ordered than the ether phase and both are significantly more

ordered than the alkyl phase.
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10.3.4 Solute Retention

In order to understand the retention mechanism on polar-embedded phases, one needs

to know where the solutes are preferentially retained and how the polar groups change

the solute’s H-bonding in comparison to traditional alkyl phases. Figure 10.9 depicts the

the z-dependent distribution coefficients, or K(z) profiles, for two of the probe solutes,

n-butane and 1-propanol.

For n-butane, the shape of the K(z) profiles is similar for the three different sta-

tionary phases and four solvents. The profiles are all bimodal with one peak near the

center of the bonded phase (z ≈ 8 Å) and another in the interfacial region, but inside

of the GDS. However, as the methanol content is increased for the polar phases, the
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peak in the center of the bonded phase becomes smaller relative to the interfacial peak.

This is likely due to the large number of methanol molecules present in this region of

the stationary phase (see Figure 10.2) as these can compete for space with the solute.

Regardless of bonded phase chemistry, the magnitude of K(z) decreases dramatically

with increasing methanol concentration. However, in all solvents the ether phase is the

least retentive for n-butane while the alkyl phase is the most retentive. For system WAT,

the retention of the nonpolar solute is similar on the alkyl and amide phases while the

ether phase shows much less retention, especially in the interfacial zone. Again, this

is likely due to solvent competition since the ether phase is most wettable in pure

water and shows the largest overall density in the interfacial region. As the methanol

concentration increases, the retentive properties of the polar-embedded phases begin to

converge as both become saturated with solvent.

For 1-propanol in the alkyl phase, the strongest retention is observed in the interfacial

region (K(z) peak at z ≈ 15 Å). There is very little retention in the center of the

bonded phase, but small peaks around z = 5 Å indicate some retention near the silica

substrate. 1-Propanol’s interfacial affinity can be attributed to the favorable interaction

of the hydrophobic tail with the stationary phase while its polar head remains in the

solvent (see Chapter 7). For the polar-embedded phases, the K(z) peak in the interfacial

region is somewhat smaller and there is much more retention in the center of the bonded

phase near the polar groups. This enhancement in retention in the center of the bonded

phase results from the polar solute’s ability to overcome the increased entropic cost of

cavity formation through favorable H-bond interactions with the embedded group and

the increased amount of sorbed solvent (see discussion below).

Free energy profiles for the retention of the methylene increment, ∆GCH2
(z), are pre-

sented in Figure 10.10. This quantity was chosen because it is frequently used to char-

acterize RPLC columns and relates to the bonded phase’s lipophilicity. The ∆GCH2
(z)

profiles indicate that the methylene selectivity is lower for polar embedded phases in all

solvent compositions studied, an observation also seen experimentally [189, 194, 195].

The ether phase shows the smallest affinity for the methylene group, probably the result

of its preference to sorb water. As the methanol content of the mobile phase is increased,

the three phases begin to converge in their methylene selectivity. This follows the trend

of other the stationary phase properties reported here. All of the ∆GCH2
(z) profiles
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Figure 10.10: Incremental free energy profiles for methylene and hydroxyl groups on
stationary phases with and without polar embedded groups.

have a minimum at z ≈ 9 Å. At high methanol concentration (67M and MET), a sec-

ond minimum appears for all phases just below their GDS. Nevertheless, for the alkyl

phase the methylene selectivity is always greatest in the center of the bonded phase,

i.e. partitioning is more important, but for the polar embedded phase adsorption at

the bonded phase/solvent interface becomes more important at high methanol concen-

tration. As explained for butane’s K(z) profile, this is most likely due to the increased

amount of solvent within the polar-embedded phases that competes for space with the

solutes near the polar-embedded groups.

To examine the affinity of the different stationary phases for polar groups, incremen-

tal free energy profiles for the hydroxyl group, ∆GOH(z), are presented in Figure 10.10.

The ∆GOH(z) profiles show the opposite trend as observed for the methylene increment,
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Table 10.4: Number of hydrogen bonds per alcohol solute molecule in stationary phases
with and without polar-embedded group.a,b

Amide Phase Ether Phase Alkyl Phase
Solvent N c

chain NSiOH Nin Nchain NSiOH Nin NSiOH Nin

WAT 0.299 0.124 0.656 0.021 0.012 0.663 0.124 0.436

33M 0.122 0.031 0.933 0.071 0.052 0.802 0.082 0.413

67M 0.122 0.041 0.812 0.061 0.012 0.933 0.092 0.575

MET 0.102 0.041 0.813 0.091 0.052 0.832 0.071 0.411
aA solute is defined to be in the retentive phase when it is in the first solvation shell
(6 Å) of any stationary phase segment.
bSubscripts indicate the standard error of the mean in the final digit.
cNchain, NSiOH, and Nin indicate the average H-bonds with polar-embedded groups,
silanol groups, and sorbed solvent molecules (i.e., solvent inside the GDS).

i.e., selectivities for the hydroxyl group are higher in the polar embedded phases. For

both the alkyl and polar phases, the free energy is lowest near the substrate and in the

interfacial region. In between these two favorable locations there exists a free energy

barrier. For the alkyl phase this free energy barrier is much higher, i.e., ≈ 10 kJ/mol

higher as compared to either of the polar phases in systems WAT and 33M. The higher

free energy barrier indicates that transfer of polar solutes from the mobile phase to the

silica surface will be slower on the alkyl phase, a point that will become important later.

For alcohol solutes it is also of interest to understand how specific H-bond interac-

tions contribute to the differences in retentive properties between the alkyl and polar-

embedded phases (see Table 10.4). In all cases the alcohol solutes are able to form more

H-bonds when inside the polar-embedded phases than when they are inside the alkyl

phase. For example, in solvent 33M, the solutes form on average 1.09 H-bonds in the

amide phase, 0.91 in the ether phase and 0.49 in the alkyl phase. Much of this increase

in H-bonding is due to interactions with sorbed solvent, which is more prevalent in the

more wettable polar-embedded phases. However, the solutes can directly H-bond with

the polar-embedded groups, and it is found that the alcohols tend to form more H-bonds

with the amide group than with the ether groups. Also of interest, the number of solute

H-bonds with the silanol groups decreases significantly from a value of ≈0.09 for the

alkyl phase (averaged over all four solvent compositions) to ≈0.06 for the amide phase

and ≈0.03 for the ether phase.
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Table 10.5: Incremental free energies of retention for methylene and hydroxyl groups.a

∆GCH2
∆GOH

Amide Ether Alkyl Amide Ether Alkyl

WAT −3.42 −2.42 −3.62 4.93 3.38 8.01

33M −1.51 −1.242 −1.807 4.63 4.32 7.11

67M −0.755 −0.618 −1.064 3.32 3.12 5.11

MET −0.317 −0.164 −0.41 1.92 1.62 4.36
aSubscripts indicate the standard error of the mean in the final digit.

As discussed in Chapter 5, the incremental free energy profiles can be converted

to net incremental free energies of retention. Use of the incremental free energies for

the methylene and hydroxyl groups facilitates direct comparisons with experimental

data based on retention measurements because these values are independent of the

phase ratio. The free energies of retention for the methylene and hydroxyl increments

are summarized in Table 10.5. It should be noted that, as discussed in Chapter 7,

the methylene increment computed from simulation for a C18 alkyl phase in contact

with water/methanol mobile phase shows excellent agreement with experimental data

of Barman [171].

Recently, Euerby and Petersson studied a variety of stationary phases including

three commercially available ones with embedded amide groups (and endcapped silanol

groups) [189]. From their data for a 65/35 (v/v) methanol/water mobile phase, one

obtains ∆GCH2
= −0.82 kJ/mol and ∆GOH =4.1 kJ/mol. Data from similar work of

Layne [194], but for a 65/35 (v/v) acetonitrile/water mobile phase, yields ∆GCH2
=

−0.83 kJ/mol. The 33M and 67M solvent compositions used here correspond to ≈50%

and ≈80% methanol by volume, and the corresponding free energies of retention for

the methylene and hydroxyl groups bracket the experimental values by Euerby and

Petersson. This validation from experimental thermodynamic measurements for the

alkyl and amide phases suggest that one can indeed be confident in the microscopic

information from the simulations.
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10.3.5 Peak Tailing

As mentioned in the beginning of this chapter, three different explanations for the

reduced peak tailing obtained with polar-embedded phases can be found in the litera-

ture [187, 188, 189, 190, 191, 192, 193, 194]. The first two explanations are related to

a reduction in the accessibility of silanols either by direct H-bonding with the polar-

embedded group or by an increased amount of solvent near the polar-embedded groups.

The simulations show that the polar-embedded groups do not directly interact with the

silanols, but that a significant amount of solvent tethers lead to a connection of polar-

embedded groups with the silanols (see Table 10.3). The simulations also indicate that

there is a great deal more solvent within the stationary phase for the polar-embedded

phases, suggesting a greater saturation of the silanols by sorbed solvent. However, in

Chapter 6 it shown that for a C18 phase in contact with water/methanol mixtures,

the residual silanol sites are already saturated with solvent. Nevertheless, these two

factors together yield to a significant reduction in the amount of H-bonding between

alcohol solutes and residual silanols (see Table 10.4). The third possible explanation,

that the polar-embedded group can become protonated and repel basic solutes, cannot

be investigated with the current methodology because proton transfer is not allowed.

Nevertheless, it is noted that the ether group is not basic and the amide group is only

very slightly basic, thus protonation is not likely to play an important role for the

polar-embedded phases studied here.

Based on the free energy profiles for the hydroxyl group (Figure 10.10), a new

explanation for the reduction in peak tailing is proposed. For all stationary phases and

all solvent compositions, there is a free energy barrier for the polar hydroxyl group to

travel from the mobile phase to the silica substrate, but this barrier is greatly reduced

(by as much as 10 kJ/mol) for the polar-embedded phases. This diminished free energy

barrier should allow for relatively rapid transfer of polar solutes between the mobile

phase and the silanol groups, and thus allow for a large number of adsorption/desorption

events with the silanols during the retention process. Thus, peak tailing is reduced by

a speed up in the kinetics, rather than by a reduction in silanophilic interactions.
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10.4 Conclusions

The structural and retentive properties of three model RPLC systems, including a tra-

ditional alkyl phase and two polar-embedded phases, were studied by molecular sim-

ulation. The results show that specific H-bond interactions between solvent and the

embedded polar groups makes the polar-embedded phases much more wettable than the

alkyl phase. In addition, H-bond interactions directly between polar-embedded groups

or through solvent tethers, lead to an enhanced ordering and more erect conformations

for the polar-embedded phases.

The distribution coefficient profiles for alkanes and alkanols and the incremental free

energy profiles for the methylene and hydroxyl groups indicate non-uniform affinities for

the solutes within the bonded phases. These rugged free energy profiles bear similarities

with those computed for phospholipid membranes [200]. The free energy profiles show

that the polar-embedded phases are less selective for nonpolar species and this is likely

a result of competition with solvent for space within the stationary phase. In contrast,

the polar-embedded phases are more selective for polar groups, but the free energy

for retention of the hydroxyl group is positive in all three phases. A larger number

of H-bond sites within the polar-embedded phases, from both sorbed solvent and the

polar-embedded groups themselves, are the reason for this enhanced affinity for polar

solutes.

The simulations indicate that H-bonding between polar analytes and surface silanols

is reduced by the polar-embedded phases and, more importantly, that these phases

possess a diminished free energy barrier for the transfer of polar solutes from the mobile

phase to the surface silanols. These two factors together are most likely responsible for

the reduction in peak tailing with polar-embedded phases.

These results demonstrate that molecular-level insights gained from simulation can

help to explain retention mechanisms in diverse RPLC systems. This may lead to the

possibility of using simulation to explore and develop RPLC systems with enhanced

selectivities for specific functional groups as found in drug molecules and toxins.



Chapter 11

The Effects of Chain Length,

Pressure, and Pore Shape on

Structure and Retention

There are a host of chromatographic parameters that can be adjusted when one seeks to

achieve the most efficient separation. The chromatographer often spends a great deal of

time optimizing these various chromatographic parameters each time a new separation

problem is encountered. These method development tasks could be greatly facilitated

by a more in depth, molecular-level understanding of how these different parameters

effect structure and retention in RPLC. Previous chapters in this thesis have dealt

with the effects of mobile phase composition, surface coverage, and polar embedded

groups. In this chapter, simulations examining the effects of stationary phase chain

length, pressure and pore shape are discussed. More background on each of these

chromatographic parameters will be given in the Results and Discussion Section.

† This chapter describes the outcome of a collaborative research project carried out by Jake L.
Rafferty and advised by J. Ilja Siepmann and Mark. R. Schure. A report on this research project has
been published [74].
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11.1 Simulation Details

In order to discern the effects of chain length, pressure, and pore shape, the configuration-

al-bias Monte Carlo method was applied in the NpT Gibbs ensemble. As with the rest

of the work described in this thesis, three simulations boxes were used; the first contain-

ing the stationary phase in contact with solvent, the second a bulk solvent reservoir,

and the third a vapor phase. The simulations examining chain length make use of the

planar slit pore setup described in Chapter 5. C1, C8, or C18 stationary phases were

generated by grafting trimethyl, dimethyl octyl, or dimethyl octadecyl silanes to the two

silica surfaces at a coverage of 2.9 µmol/m2 (residual silanol density of 4.8 µmol/m2).

The chains were placed at the same random grafting locations on the silica surface

(but avoiding chain overlap) to eliminate any effects due to chain/silanol arrangement.

These simulations used a constant pressure of 1 atm. Pressure effects were examined by

carrying out simulations of a C18 stationary phase, as described above, at multiple pres-

sures (1, 400, and 1000 atm). Pore shape effects were examined by using an analogous

three-box setup, but with a 60 Å cylindrical pore in place of a planar slit pore.

The cylindrical pore (Figure 11.1) was set up by first generating a slab of β-

cristobalite with Lx = 71.7, Ly = 21.5, and Lz = 71.7 Å. A cylinder of diameter 60 Å

was cut out of this slab by removing all atoms within 30 Å of the center of the slab’s

x-z plane. The resulting under-coordinated silicon and oxygen atoms at the cylinder’s

surface were capped with hydroxyl groups and hydrogen atoms, respectively. These

new silanol sites were then randomly chosen as grafting sites for the C18 alkyl chains

until a surface coverage of 2.9 µmol/m2 was achieved (but avoiding chain overlap). The

resulting density of residual silanol groups was 5.8 µmol/m2. However, roughly a third

of these were geminal and the total density of hydroxyl groups at the silica surface was

7.8 µmol/m2, i.e., about 60% higher than for the slit pore setup. Simulations of the

cylindrical pore were carried out at a pressure of 400 atm. This higher pressure was

used, rather than the typical 1 atm, to avoid any possible issues with dewetting of the

small pore at lower pressures [138].

Simulations for both the slit and cylindrical pore setups were carried at a tem-

perature of 323 K and with a total of 800 water and 400 methanol (33% molfraction

methanol). All systems also contained 14 solute molecules (two each for methane to
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Figure 11.1: Simulation snapshot of the slitpore used for the examination of surface
curvature effects. Water and methanol molecules are shown in the ball and stick repre-
sentation with methyl groups, oxygens, and hydrogens in blue, white, and red, respec-
tively. The stationary phase is depicted as tubes with CHx groups in gray, silicon in
yellow, oxygen in orange, and hydrogen in white. Solute molecules are represented by
larger spheres with CHx groups in cyan, oxygen in red, and hydrogen in white.

n-butane and ethanol to 1-butanol) and 20 helium atoms. The solute molecules allowed

for an exploration of the retention mechanism and the helium was present to maintain a

vapor box of adequate size. For the slit pore setup there were 18 stationary phase chains

(9 on each side of the silica slab) and for the cylindrical pore there were 67 chains.

To generate equilibrated configurations for these systems, the alkyl chains were first

allowed to relax in the absence of solvent (in vacuum) for a brief period via CBMC

regrowths. After this, solvent molecules were randomly added to the box containing

the stationary phase. After no further solvent could be added without overlap, the

box containing the stationary phase was placed in thermodynamic contact with the

mobile and vapor phase boxes. The simulations were then equilibrated for at least

2 × 105 Monte Carlo (MC) cycles. Following this was a production period of another

2 × 105 MC cycles during which average quantities were computed. For each system

studied here, four independent simulations were run. Statistical uncertainties in all

reported quantities were estimated from the standard error of the mean from these four

independent simulations.
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11.2 Analysis Details

Various properties used to characterize system structure and solvent distribution were

defined in Chapter 5. However, some of these definitions need to be modified for discus-

sion of the current systems. Chain alignment will again be quantified by the orientation

of the chain end-to-end vector through cos θete. But here, the end-to-end vector origi-

nates at the silicon atom of the silane (instead of the carbon atom of the first methylene

group to allow definition of the end-to-end vector for the C1 chain) and ends at the

terminal methyl position in the chain. The quantity θete represents the angle between

this vector and the normal to the silica surface. The cosine of this angle will be 1 for

chains perpendicular to the substrate (aligned with the normal), 0 for parallel chains,

and < 0 for chains whose terminal methyl group lies closer to the substrate than the

silicon atom of the silane. For the C1 phase (trimethyl silane), there are three possible

terminal methyl groups. Only the outermost methyl group is considered when comput-

ing the average value for cos θete. This same convention is used when computing zCH3
,

the height of the terminal methyl group above the silica surface.

Many quantities reported in this work involve angles measured with respect to the

vector normal to the silica surface. In the slit pore setup, the silica surface is planar and

lies in the x-y plane of the simulation box. Thus, there is no ambiguity in defining the

surface normal. In the cylindrical pore setup (with the axis of the cylinder pointing along

the y-direction) the surface normal is defined as the vector originating at the grafting

position of the chain (i.e., the oxygen atom in –O-Si(CH3)2-CH2–) and terminating at

the center of the pore (at the same y-position as the grafting position). Other quantities

are reported as a function of z, the distance from the silica surface. For both the slit pore

and cylindrical pore simulations, the silica surface is defined by the surface’s outermost

silicon substrate atom. For the planar slit pore, all such silicon atoms lie in a plane at

z = 0 Å. For the cylindrical pore there is a slight distribution of such silicon atoms.

Thus, the average position of these silicon atoms is used, which turns out to be at a

radius of 31.177 Å from the center of the pore, to define the cylindrical silica surface.

The quantity z is then defined as the distance from this surface along the surface normal.
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Table 11.1: Summary of the chromatographic parameters and average values of station-
ary phase and interfacial properties.a,b,c

Chain Pore shape Pressure fgauche Sn cos θete zCH3
zGDS δint

C18 Planar slit 1 atm 0.271 −0.101 0.482 10.93 14.82 5.34

C8 Planar slit 1 atm 0.341 0.062 0.681 9.41 10.31 7.43

C1 Planar slit 1 atm – – 0.681 4.41 6.21 3.01

C18 Planar slit 400 atm 0.281 −0.091 0.421 10.12 14.23 5.12

C18 Planar slit 1000 atm 0.291 −0.082 0.401 9.51 13.71 5.14

C18 Cylinder 400 atm 0.271 0.141 0.661 14.53 18.91 7.92

aA temperature of 323 K and mobile phase composition of 33% molfraction methanol
were used for all systems.
bSubscripts indicate the standard error of the mean in the final digit.
cAll lengths in units of Å.

11.3 Results and Discussion

11.3.1 Chain length effects

One parameter that is relatively straightforward to adjust in the synthesis of RPLC

stationary phases is the length of the main alkyl chain of the grafted silanes. The

effects on bonded phase structure and solute retention caused by adjusting the chain

length have been intensely explored and linear chains with 8 or 18 carbons (octyl and

octadecyl, respectively) have emerged as popular choices in RPLC [2, 201]. The length of

the shorter side chains also influence grafted chain coverage and accessibility of residual

silanols [137, 201, 202], but these effects are not investigated here. In many cases [173,

203, 204, 205], it has been observed that the separation selectivity is little changed by

increasing the alkyl chain length for a given solute in RPLC when the solute is relatively

small compared to the chain length [206]. Retention is almost always increased by an

increase in the length of the grafted chains [3, 173, 203, 204, 205] and shape selectivity

is greater for longer chains, in particular for C30 [207, 208, 209]. In this work, the

effects of using the shortest member of the homologous series, C1, and the two most

popular lengths, C8 and C18, are examined for silanes with two methyl side chains, i.e.,

trimethyl, dimethyl octyl, and dimethyl octadecyl silane.

The chromatographic parameters used for the simulations of the C1, C8 and C18
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Figure 11.2: Top, simulation snapshots for stationary phases with different alkyl chain
lengths (atom styles as in Figure 11.1). Bottom, density profiles for the corresponding
systems. The shaded gray region depicts the 10–90 interfacial region as defined by the
total solvent density.

systems are listed in Table 11.1. In particular, these simulations were carried out us-

ing the planar slit pore setup and the standard pressure of 1 atm. Snapshots of the

three stationary phases with different alkyl chain lengths and the corresponding density

profiles are shown in Figure 11.2. As one should expect, the thickness of the bonded-

phase region (as indicated by the CHx density profiles and the position of the GDS)

decreases in a regular fashion with decreasing chain length. However, a more detailed

analysis of the density profiles yields some remarkable differences. Whereas the C18

phase shows an extended region (6Å < z < 12Å) where the carbon density is close to

the bulk density for liquid n-octadecane and the solvent density is close to zero, the

carbon density in the middle part of the C8 phase is closer to 0.5 g/mL, i.e. about 20%

lower than bulk liquid n-octane at the same state point, and there is significant solvent

penetration in this region. This leads to an increased interfacial width for the C8 system

compared to C18. However, both phases show a similar extent of partial dewetting as
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Table 11.2: Number of hydrogen bonds per surface silanol.a

System Nwater
b NMeOH NSiOH

c Nsolute Total

C18 0.462 0.241 – 0.0051 0.713

C8 0.382 0.282 – 0.0071 0.673

C1 0.571 0.171 – 0.0041 0.741

C18 [400 atm] 0.461 0.231 – 0.0051 0.701

C18 [1000 atm] 0.521 0.282 – 0.0031 0.812

C18 [cylinder] 0.361 0.201 0.491 0.0032 1.061
aSubscripts indicate the standard error of the mean in the final digit.
bNwater, NMeOH, NSiOH, and Nsolute correspond to the average number of hydrogen
bonds (per silanol) with water molecules, methanol molecules, other silanol groups, and
solute molecules.
cHydrogen bonds between two silanols are not possible on the planar surface.

indicated by the minimum in the total density near the GDS. The solvent structure at

the interface between bonded and mobile phases for the C1 system shows dramatic and,

maybe, surprising differences from the other two systems. This interface is significantly

sharper, there is a larger depletion in the total density, and the methanol density shows

pronounced layering, i.e., behavior that is associated with “hard” walls [210].

For all systems, there is a peak in the solvent density near the substrate (z ≈ 3 Å)

that is indicative of solvent molecules that form direct hydrogen bonds to residual

silanols (see Chapter 6). As can be inferred from the solvent density profiles, there

does not appear to be more substrate bound solvent for the C1 phase, and this is also

born out by analyzing the number of hydrogen bonds per silanol (see Table 11.2), which

shows no statistically significant difference in the total number of H-bonds for the C1

and C18 phases. However, there are more H-bonds with water and fewer with methanol

for the substrate with grafted C1 chains as compared to the C18 system.

The methanol molfraction enhancements for the three systems with different chain

lengths are depicted in Figure 11.3. As should be expected for hydrophobic surfaces,

there is a significant enrichment of the methanol concentration in the interfacial region.

For all three chain lengths, the value of the enrichment at the position of the (zGDS) is

close to 2, i.e., the surfaces have similar hydrophobic character, and the larger solvent

depletion for the C1 system is more an indication of the interfacial sharpness than of

the hydrophobicity. Although the enrichment at zGDS is similar for all three systems,
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Figure 11.3: Methanol molfraction enhancement profiles (left) and end-to-end vector ori-
entational distributions (right) for stationary phases with different alkyl chain lengths.
Vertical lines denote the position of the GDS.

the behavior within the GDS shows stark differences. For the C1 system, the maximum

in the enrichment is at zGDS, while the C8 and C18 exhibit a broad peak inside the GDS

and a sharp peak at z ≈ 4 Å. The height of the sharp peak is nearly the same for C8

and C18 phases and to some extent these enrichments reflect the similar ratios of the

number of H-bonds formed by residual silanols with water and methanol molecules (see

Table 11.2). The height of the broad peak for the C18 phase exceeds that for the C8

phase and the peak for the former is more extended, i.e. the interior of the C18 phase

is more hydrophobic than for C8 and the hydrophobic region is much thicker for the

former. This explains the lack of solvent penetration seen in the density profiles (see

Figure 11.2).

Table 11.1 summarizes average values for properties pertaining to the chain confor-

mation. The average fraction of gauche defects is slightly higher for the C8 phase than

for the C18 phase, but Sn and cos θete are somewhat larger for C8 than for C18 chains

indicating a slightly more perpendicular alignment to the planar substrate for the C8

chains. It is also noteworthy that the difference in the average z-location of the terminal

methyl group (zCH3
) is relatively small between the C8 and C18 systems and that zCH3

is much closer to zGDS for the C8 chain. Both of these observations are related to the

C18 chain’s greater ability to fold back and have the terminal part of the chain pointing

toward the substrate. The distribution of the orientation of the chain end-to-end vector

with respect to the surface normal is shown in Figure 11.3. The distribution for the
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Figure 11.4: Solute distribution coefficient and incremental free energy profiles for sta-
tionary phases with different alkyl chain lengths. Vertical lines denote the position of
the GDS.

C8 system is shifted to larger values with a significant population for cos θete > 0.5

compared to the C18 system, i.e. the C8 chains are on average more erect but still far

from a predominantly perpendicular orientation. The shoulder near cos θete ≈ 0 for the

C18 chains is another indication of backfolding, i.e., terminal methyl groups that are at

a similar height as the silane silicon atom. The distribution for the C1 chains is bimodal

and the peaks are relatively narrow due to the limited flexibility of the trimethyl silane

group. The bimodal distribution is due to the two different angles with respect to the

tetrahedral bonding arrangement – one methyl group points up (at an angle close to

55◦) and the other two Si-C bonds are nearly parallel to the silica substrate.

The molecular-level retention thermodynamics on these three phases with different

chain lengths are elucidated through plots of the solute distribution coefficient profiles

for n-butane and 1-propanol and the incremental free energy profiles for the methylene

and hydroxyl groups (see Figure 11.4). As discussed in detail in Chapter 7, n-butane

solutes exhibit a bimodal distribution profile in the C18 phase. There is one peak
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Table 11.3: Net distribution coefficients and incremental free energies of retention.a,b

System Kbutane Kpropanol ∆GCH2
∆GOH

C18 334 1.638 −1.807 7.1310

C8 201 1.829 −1.642 5.7116

C1 3.54 1.2010 −0.907 3.1423

C18 [400 atm] 334 1.639 −1.993 6.9511

C18 [1000 atm] 322 1.6810 −2.015 6.846

C18 [cylinder] 1106 1.866 −2.463 8.795
aSubscripts indicate the standard error of the mean in the final digit(s).
bEnergies in units of kJ/mol

buried deeply within the bonded chains (z ≈ 7 Å) that is attributed to partitioning,

and another peak just inside the GDS that is attributed to adsorption in the outer chain

region. This bimodal character is absent for the C8 and C1 phases and there is only

a single peak located at z ≈ 7 Å. Whereas the peak height at z ≈ 7 Å is similar for

the C18 and C8 phases, it is reduced by a factor of five for the C1 phase. However, the

absence of the bimodal character for the C8 system and the fact that the single peak

for C8 nearly coincides with the partitioning peak found for the C18 phase do not imply

that the adsorption contribution is negligible for n-butane on the C8 phase. First, one

should note that at the GDS, Kbutane(z) ≈ 50 for both the C8 and C18 phases (and a

similar observation can also be made for the incremental free energy of the methylene

group, ∆GCH2
(zGDS) ≈ −1.8 kJ/mol). Secondly, the location of the single peak in

Kbutane(z) with respect to zGDS for the C8 phase is quite similar to the relative location

for the adsorption peak found for the C18 phase. Furthermore, this peak for the C8

phase extends well beyond the GDS. Based on these observations it appears that both

adsorption and partition contribute to the mechanism for retention of nonpolar analytes

on the C8 phase. However, due to the thinness of the C8 phase the peaks due to these

contributions are overlapped and difficult to resolve. However, it is clear that for C1

phase that the peak at z ≈ 7 Å is due to adsorption since this peak lies outside of the

GDS for this system.

The net distribution coefficients for n-butane and the net incremental free energy for

the methylene group are shown in Table 11.3. These data indicate that the stationary

phase becomes slightly less retentive for nonpolar species when the chain length is

decreased from C18 to C8 and much less retentive when the chain length is decreased
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to C1. These retention energetics are consistent with the well-known observation that

longer-chain RPLC systems are more retentive than shorter-chain RPLC systems [3,

173, 203, 204, 205]. The net retention thermodynamics for nonpolar solutes can be

rationalized by the fact that, although the retention mechanism is similar on the C18

and C8 phases, there is greater solvent penetration in the C8 phase resulting in a less

hydrophobic environment and thus less retention. The large decrease in retention for the

C1 phase occurs because the retention mechanism changes from a mix of partitioning and

adsorption in the outer chain region to one dominated by adsorption in the methanol-

enriched interfacial region.

A similar change in the retention mechanism is not observed for the 1-propanol

solute and the hydroxyl increment. For all three stationary phases, the retention is

clearly governed by an adsorption mechanism. The peak in Kpropanol(z) falls slightly

outside zGDS for all three systems and its height decreases as stationary phase chain

length is decreased. For all three systems, there is also some adsorption near the silica

substrate due to H-bonding of the solute directly to residual silanols and (more often)

to solvent molecules near the substrate (see discussion below). The thickness of the

C18 phase is sufficient to contain a central hydrophobic region that is avoided by the

1-propanol analytes (i.e., a minimum in Kpropanol(z)). The incremental free energy

profiles indicate that all three different phases are unretentive for the hydroxyl group.

This leads to a free energy barrier of around 14 and 8 kJ/mol for the C18 and C8 phases,

respectively.

Table 11.4 summarizes the data of a H-bond analysis for the alcohol solutes. As

can be seen, the number of H-bonds formed by the solutes with residual silanols are

indeed very small irrespective of the chain length of the RPLC phase. For retained

molecules, most of the H-bonds are formed with solvent molecules outside the GDS and

this fraction is larger for the C1 system. For all three systems, the total number of

H-bonds for retained alcohol solutes is close to a value of 2. This is about 10% smaller

than the total number of H-bonds found for alcohol solutes in the mobile phase (33%

methanol). However, more instructive is a comparison to a bulk n-hexadecane phase

saturated with 33:67 molfraction methanol:water where the total number of H-bonds

is only 0.30, i.e., the adsorption of alcohols on common RPLC phases is quite different

from the partitioning into a n-hexadecane phase.
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Table 11.4: Hydrogen bond numbers for alcohol solute molecules in retentive and mobile
phases.a,b

System Pressure N c
SiOH Nd

in N e
out Total

C18 1 atm 0.082 0.413 1.482 1.972

C8 1 atm 0.132 0.453 1.431 2.022

C1 1 atm 0.061 0.172 1.792 2.031

C18 400 atm 0.103 0.401 1.513 2.011

C18 1000 atm 0.061 0.422 1.553 2.031

C18 [cylinder] 400 atm 0.451 1.592 0.152 2.202

Solvent Pressure NH2O NMeOH NTotal

33% methanol 1 atm 1.652 0.521 2.172

400 atm 1.661 0.521 2.191

1000 atm 1.692 0.531 2.221

n-hexadecanef 1 atm 0.031 0.275 0.306
aA solute is defined to be in the retentive phase when it is in the first solvation shell
(6.0 Å) of any stationary phase segment.
bSubscripts indicate the standard error of the mean in the final digit.
cAverage number (per alcohol solute) of hydrogen bonds with silanol groups.
dAverage number of hydrogen bonds with solvent molecules inside the GDS.
eAverage number of hydrogen bonds with solvent molecules outside the GDS.
fSaturated with 67/33 water/methanol.

11.3.2 Pressure Effects

One of the recent advances in liquid chromatography instrumentation is the utiliza-

tion of very small particle diameter (< 2 µm) columns [211]. Because these columns

exhibit very large backpressure, a large driving pressure, often exceeding 400 atm,

is required to maintain a reasonable flow velocity. In these cases it has been ob-

served [211, 212, 213, 214, 215, 216, 217, 218, 219] that there is a small pressure de-

pendence of retention and that this arises from many sources which include the com-

pressibilities of the mobile and stationary phases (where the latter is often estimated

as the sum of a nearly incompressible silica matrix and a relatively compressible bulk

octadecane region), the change in the partial molar volume of the solute, and changes in

the structure of the bonded phase [215, 217]. In the case of the bonded phase, changes

in the structure with respect to pressure are exceedingly difficult to measure experimen-

tally. Here, the extent to which pressure (1, 400, and 1000 atm) can alter the structure
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Figure 11.5: Top, simulation snapshots for stationary phases at different pressures (atom
styles as in Figure 11.1). Bottom, density profiles for the corresponding systems. The
shaded gray region depicts the 10–90 interfacial region as defined by the total solvent
density.

of a C18 bonded phase and retention is examined.

Snapshots of the stationary phase and density profiles obtained at three different

pressures are presented in Figure 11.5. The pressure-induced changes are rather small.

With increasing pressure, the density depletion (partial dewetting) at zGDS increases

slightly, the peak in the methanol density at the outer range of the interface becomes

more pronounced, and the values of zGDS and zCH3
decrease by about 1 Å (see Ta-

ble 11.1). However, the interfacial width, the solvent depletion in the interior region of

the C18 phase, and the molfraction enhancement (see Figure 11.6) are not appreciably

affected by the pressure change. Similarly, the average fraction of gauche defects and

the Sn order parameter show little change. The decrease in zCH3
is reflected by a slight

shift in the end-to-end vector orientational distribution to smaller cos θete values and

the emergence of a peak at cos θete ≈ 0 indicates a larger fraction of backfolded chains

at the higher pressures (see Figure 11.6).
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orientational distributions (right) for stationary phases at different pressures. Vertical
lines denote the position of the GDS.

The effects of pressure on the retention thermodynamics are also quite small. At

all three pressures, the distribution profiles for n-butane exhibit an adsorption and a

partition contribution (see Figure 11.7) and the net distribution coefficient does not

show any significant change. The incremental free energy profiles and the net free

energy of transfer for the methylene group indicate a slightly more favorable interaction

with the stationary phase at higher pressures, for example, ∆GCH2
decreases from −1.8

kJ/mol at 1 atm to −2.0 kJ/mol at 1000 atm.

Unfortunately, experimental retention data under conditions very close to those used

here is not available, but the trends in the simulation data do agree with other exper-

imental work. McGuffin and Evans investigated the retention of fatty acid derivatives

using a pure methanol mobile phase and found that the methylene increment decreased

by about 6% upon increasing the pressure from 102 to 340 atm [218]. In another study,

McGuffin and Chen report the change in molar volume for fatty acid derivatives upon

increasing pressure from 57 to 340 atm [219]. Their data with a 2.7 µmol/m2 monomeric

C18 stationary phase, a pure methanol mobile phase, and at 303 K, indicates that the

change in molar volume for the methylene group that is negative. Since a decrease in

the methylene increment with pressure is observed, the simulation data indicate a trend

similar to experiment.
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Figure 11.7: Solute distribution coefficient and incremental free energy profiles for sta-
tionary phases at different pressures. Vertical lines denote the position of the GDS.

11.3.3 Surface curvature

The mean pore diameter of the silica particles used in RPLC can range from around sixty

to hundreds of angstoms. Clearly, as the pore size decreases the curvature of the surface

in these pores must increase. The question here is if this curvature has any dramatic

effects on structure and retention in RPLC. For example, at high surface curvature the

distal ends of the alkyl chains may become more crowded and this could alter their

conformation. Surface curvature has been investigated in a number of cases in surface

chemistry, especially under the context of adsorption of polymers. Few investigations

have dealt directly with the effect of surface curvature in RPLC because the atomic

level characterization of the silica support is extremely difficult. Most spectroscopic

methods that characterize chain conformation require the use of a flat silica surface

and it is therefore difficult to probe the interior surfaces of the silica particles that are

used in a chromatographic column. Because of this difficulty, indirect methods, such as

retention or adsorption isotherm measurements, are typically used examine the effects of
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(atom styles as in Figure 11.1). Bottom, density profiles for the corresponding systems.
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curvature. However, molecular simulation affords one a very direct method to examine

curvature effects. This section discusses simulations aimed at discerning these effects

by examining two limiting cases, C18 chains grafted to a cylindrical pore with a 60 Å

diameter and to a flat surface (zero curvature). It is assumed that at large diameters

the curvature becomes small enough that it can be ignored and a slit pore model may

be used. It should be noted that one well-known effect of pore curvature is a dewetting

of smaller pores when mobile phases with a high concentration of water are used at

lower pressures [138]. This is mainly a cappillary effect and will not be addressed here.

Rather the goal of this work is to examine the effects of pore size on stationary phase

structure and the retention mechanism.

As is immediately evident from the snapshots and density profiles for the C18 chains

in the planar slit and cylindrical pores, the pore geometry has a rather substantial

influence on the chain conformation and solvent penetration (see Figure 11.8). Most
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importantly, the width of the bonded phase region has increased by about 30% as

measured by zGDS and zCH3
(see Table 11.1). The combination of the curvature of the

silica substrate and the width of the C18 film leads to a highly curved C18–mobile phase

interface. It should be noted here that the mobile phase region does not necessarily

need to be centered at the center of the cylindrical pore and the undulation along this

curved interface is larger than for the planar slit pore. This contributes to some extent

to the larger radially averaged interfacial width found for the cylindrical pore.

The carbon density for the cylindrical pore shows a depletion for 4 Å < z < 7 Å

where the chains are significantly more aligned with the substrate normal than for the

planar slit pore and correspondingly the average Sn order parameter is increased. This

depleted region is followed by an extended outer part of the C18 chains with a density

close to that of bulk n-octadecane [220]. The depleted region and the extended outer

part are associated with less backfolding of the C18 chains and an orientational distri-

bution of end-to-end vectors that is shifted to significantly larger cos θete values with a

peak for orientations nearly perpendicular to the substrate. However, the fraction of

gauche defects does not appear to be affected by the pore shape. Overall, the simula-

tions suggest that adding curvature in a concave pore can actually cause the chains to

extend even more than those on a flat surface in contrast to the suggestion by Rustamov

and coworkers [45].
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Figure 11.10: Solute distribution coefficient and incremental free energy profiles for
stationary phases with different pore shapes. Vertical lines denote the position of the
GDS.

As mentioned above, the curved substrate has a significantly higher density of dan-

gling hydroxyl groups than the planar substrate (7.8 µmol/m2 versus 4.8 µmol/m2).

The curvature and higher silanol density allow for direct H-bonds between silanols and

each substrate hydroxyl forms on average about 0.5 H-bonds to other substrate hydroxyl

groups (see Table 11.2). Furthermore, the higher density of silanols and the density de-

pletion for the inner part of the C18 chains allow for a significantly higher density of

solvent molecules near the substrate. However, the magnitude of the methanol molfrac-

tion enhancement is similar for the two pore geometries, but the enhancement extends

further out for the cylindrical pore because of the larger width of the bonded phase (see

Figure 11.9).

The changes in the chain conformation and solvent penetration induced by the sub-

strate curvature lead to significant changes in the retention thermodynamics but not

the retention mechanism, as will be shown below. The solute distribution profile for

n-butane in the cylindrical pore still shows the characteristic bimodal shape as shown in
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Figure 11.10. However, the density depletion and higher orientational order (e.g. larger

Sn values) in the inner chain region of the cylindrical pore makes this partitioning re-

gion more favorable for n-butane and the height of the partition peak in the Kbutane(z)

profile is nearly doubled compared to the planar slit pore. In contrast, the height of

the peak in the adsorption region is somewhat lower but this region is more extended

for the cylindrical pore than for the slit pore. The incremental free energy profile for

the methylene increment (Figure 11.10) is shifted downward (more favorable) for the

cylindrical pore and the net ∆GCH2
= −2.5 kJ/mol versus a value of −2.0 kJ/mol for

the slit pore.

For the polar alcohol solutes, adsorption near zGDS remains the predominant mode

of retention for the cylindrical pore, but the changes in the inner region of the bonded

phase (carbon density depletion, higher silanol and solvent densities) also allow for

increased adsorption of 1-propanol near the substrate (see Figure 11.10). The enhanced

availability of H-bonding sites near the substrate of the cylindrical pore is reflected in the

four-fold increase in the numbers of H-bonds with both silanols and solvent molecules

inside the GDS (Table 11.4). The ∆GOH profile exhibits an increased barrier height

with larger range (due to increased width of the alkyl phase), but also a more favorable

region near the substrate for the cylindrical pore (due to increased silanol density).

11.4 Conclusions

Efficient Monte Carlo algorithms and accurate force fields are employed to carry out

extensive simulations for model RPLC systems in order oto provide atomic-level infor-

mation on the influence of some chromatographic parameters on chain conformation,

solvent penetration, and the retention mechanism. The most important observations

gleaned from these simulations are summarized here. Comparing C18 and C8 bonded

phases, it is found that the retention mechanism does not show significant changes for

either nonpolar or polar analytes. However, the C8 is less retentive for nonpolar groups

and more retentive for polar groups due to increased solvent penetration into the bonded

phase. Compared to a planar slit pore, the chains in a small cylindrical pore are more

extended, the amount of solvent penetration is increased, and the curved bonded phase

is more favorable for nonpolar methylene groups and less favorable for polar hydroxyl
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groups. On the other hand, it is found that pressure leads only to relatively minor

changes in structure and retention as long as the pore remains wetted.



Chapter 12

Molecular Origins of Shape

Selectivity

12.1 Background

The chromatographic separation of the components in a chemical mixture is driven by

the preferential distribution of each species between a mobile phase and a stationary

phase. Of the various modes of chromatography, the most popular is reversed-phase

liquid chromatography (RPLC). Here, the mobile phase is a polar hydro-organic solvent

mixture and the stationary phase typically consists of non-polar dimethyl octadecyl

silane (ODS) chains chemically grafted to a silica substrate. In most cases, the difference

in retention times between two analyte molecules is governed by differences in their

physical properties such as polarity or molecular weight. For example, a more polar

analyte molecule will have a higher affinity to reside in the mobile phase and, therefore,

have a shorter retention time. However, some RPLC systems also have the ability to

separate analytes that have very similar chemical functionalities and physical properties,

but differ mostly in molecular shape. This ability, termed “shape selectivity”, is typically

applied in the context of separating the geometric isomers of nearly rigid molecules, such

as polycyclic aromatic hydrocarbons (PAHs), polychlorinated biphenyls, steroids, and

† This chapter describes the outcome of a collaborative research project carried out by Jake L.
Rafferty and advised by J. Ilja Siepmann and Mark. R. Schure. A report on this research project has
been submitted [77].
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carotenoids.

PAHs are found naturally in oil and coal and are produced as byproducts in the com-

bustion of carbon containing fuels. These organic molecules are an important class of

environmental pollutants as a number of them are carcinogenic. The degree of carcino-

genecity is highly dependent of the structure of the PAH, thus it is of great importance

in the analysis of environmental samples to be able to separate the various structural

isomers of a set of PAHs with the same molecular formula. Furthermore, understand-

ing shape selectivity in RPLC may give some insight into biological processes like drug

transport across lipid membranes. Like PAHs, many drugs molecules are rigid and the

ordered alkyl chains in an RPLC stationary phase may have many similarities to the

alkyl chains in biological membranes [40].

Due to the importance of the separation of PAH isomers, numerous chromatographic

studies have been carried out to examine the analyte descriptors governing shape selec-

tivity in RPLC and this topic has been discussed in detail multiple times by Sander,

Wise and co-workers. [221, 222, 19, 178, 179, 223, 224] Because of the large amount of

literature available, only a brief discussion of these descriptors will be given here. In

general, it has been noted that for PAHs of the same molecular formula (i.e., geometric

isomers), those with larger length to breadth (L/B) ratios and/or greater planarity are

more retained. The L/B ratio is defined by drawing a 2D-box that completely encloses

the molecule. The ratio of the length of the longer side of the box to the shorter side

gives the L/B ratio. [221] It has also been observed that greater selectivity between dif-

ferent PAH isomers can be achieved by adjusting chromatographic parameters that lead

to increased ordering of the stationary phase chains. These parameters include reduced

temperature, increased grafting density, increased chain length, and the use of poly-

meric, as opposed to monomeric, bonded phases. [223, 224] Mobile phase composition

has been shown to have little effect on shape selectivity.

To explain the retention behavior of PAHs, Wise and Sander proposed the “slot

model”. [222] This model envisions the bonded phase in RPLC as containing a number

of narrow slots (like a kitchen toaster) into which the analyte molecules can penetrate.

Each slot has a characteristic shape and size, i.e., it is a fixed and rigid cavity. Therefore,

only analytes with appropriate dimensions can fit into a given slot. Molecules with

larger L/B ratios are more narrow and should fit into a larger fraction of these slots
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and, hence, these analytes are more retained. [222] Likewise, planar molecules will be

more retained than non-planar molecules since they should also fit into more of the slots.

The shape selectivity of a given column is often specified by its selectivity for a specific

test mixture (such as the Standard Reference Material 869 Column Selectivity Test

Mixture for Liquid Chromatograph [225]) with somewhat arbitrarily chosen values of

selectivities delineating phases with low, intermediate, or high shape selectivity. These

boundary values between low and high (or increased) shape selectivity usually involve

relatively small changes in selectivity of about a factor of 1.5 to 2 (i.e., a difference in

the transfer free energy of only 1.0 to 1.7 kJ/mol at room temperature). Such small

changes in transfer free energies (or the retention factor) are unlikely to be related to

significant changes in the retention mechanism or to be caused by the appearance of

specific slots which rigid shape and size. Furthermore, the formation of these rigid slots

in the bonded-phase region would presumably be associated with a significant entropic

penalty for the chain conformations and a significant cost for the creation of a large

surface area.

Most of the descriptions on the molecular mechanism behind shape selectivity are

based on experimental retention data gathered under a variety of different chromato-

graphic conditions. Retention data is thermodynamic by nature and cannot offer conclu-

sive proof of a mechanism, rather it can only be used to infer a mechanism. A tool that

can offer true microscopic details on the retention mechanism is molecular simulation.

Recently, Lippa and coworkers have carried out molecular dynamics (MD) simulations

to study the structure of alkylsilane chains grafted to a silica surface. [59, 60, 61] In these

studies the effects of surface coverage, bonding chemistry (monomeric versus polymeric),

temperature, and chain length were examined. It was found that those conditions lead-

ing to increased chain order correlated well with experimentally observed increases in

shape selectivity. Additionally, the simulated stationary phases were analyzed for pres-

ence of slots which could serve as retention sites for PAH molecules. [61]. These authors

concluded that higher density polymeric phases, which are known to be more shape

selective, possess more highly ordered cavities of appropriate size for a specific PAH

molecule.

While the MD simulations described above did give some molecular insights on

shape selectivity, there are a several critical aspects missing from this work. [59, 60, 61]
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First, the analysis of the various stationary phases for slots was carried out on a single

configuration from the end of the MD trajectory, i.e., ignoring the statistical distribution

of local environments present in a liquid phase. Second, the simulations were carried

out in the absence of the mobile phase solvent. The presence of solvent can greatly

influence the structure of the alkyl chains in the stationary phase. Second, no PAH

analytes where present in the MD simulations. Lippa et al. simply inferred where

the analytes may locate themselves based on an analysis of stationary phase structure.

Finally, it was not verified whether the MD simulations can reach the same equilibrium

structure distribution regardless of the initial configuration used for the simulations.

This is a significant issue because the timescale limitations of MD simulations may not

allow one to reach equilibrium structures or to sample chromatographic processes. For

example, results from previous MD simulations have shown dramatically different results

depending on whether the chains were started in the all-trans conformation [53, 58] or

in collapsed states, [51, 52] and MD simulations including explicit solvent and analyte

molecules were not able to sample multiple transfers of the analyte from the mobile to

the stationary phase (and vice versa). [65]

The remainder of this chapter will discuss the application of Gibbs ensemble simu-

lations using efficient Monte Carlo algorithms and realistic chromatographic models to

examine shape selectivity in RPLC and its dependence on surface coverage. Included in

the simulations are explicit solvent molecules and isomeric PAH solutes. The presence of

these solute molecules allows for a very precise examination of the molecular mechanism

of shape selectivity because during the simulation the atomic coordinates of all species

in the model system are known exactly. It will be shown, by a detailed analysis of the

entire simulation trajectory, that the stationary phase is a very heterogeneous environ-

ment for the various PAH solutes. There exist distinct retention retention sites for the

different isomeric PAH solutes. However, these sites are not rigid cavities. Rather, the

stationary phase structure in RPLC is dynamic and able to respond to the presence of

the PAH solutes. The validity of the these molecular insights is supported the excellent

agreement between the retention data calculated from simulation and that measured in

experiment.
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Figure 12.1: PAH solutes present in the simulations. The double headed arrows indicate
the pairs involved in molecular identity interchange moves.

12.2 Simulation Details

To discern the molecular origins of shape selectivity in some traditional RPLC systems,

coupled-decoupled configurational-bias Monte Carlo (CBMC) simulations in the NpT

version Gibbs ensemble were used. The RPLC simulation setup and force field are

described in detail in Chapter 5. Three different different surface coverages (1.60, 2.88,

and 4.15 µmol/m2) were examined in the simulations. These coverages were achieved

by randomly grafting (5, 9, and 13) alkyl chains to each side of the silica substrate.

The mobile phase consisted of 400 water and 800 acetonitrile molecules resulting in a

mixture that was 67% molfraction (≈86% volume fraction) acetonitrile. In addition,

a system with a water/methanol mobile phase (with the same concentration of the

organic modifier as above) and the stationary phase at the intermediate coverage was

also investigated. All simulations were carried out at a temperature of 308 K and

pressure of 1 atm.
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In addition to the stationary and mobile phase entities, one each of 19 different solute

molecules were present in the simulations (see Figure 12.2). As described in previous

chapters these solutes are allowed to transfer between the three boxes via CBMC particle

exchange [91, 92] and identity interchange moves [93, 94], the latter between the pairs

indicated by the double-headed arrows in Figure 12.2. One of the main objectives of

this study was to examine the retention mechanism for the five different four-ring PAH

isomers. This required a means in which to precisely sample the spatial distribution

of these solutes. The traditional means of accomplishing this is through the CBMC

particle exchange move. However, it is extremely inefficient to directly transfer these

large solutes between boxes due to a high probability of inter-particle overlap during

the move and thus a prohibitively low acceptance rate. To overcome this difficulty,

only a partially interacting benzene molecule (25% of the interactions of a full benzene

molecule) was directly exchanged between the three boxes. This partial molecule was

then allowed to exchange its identity with a 50% interacting benzene, which could then

exchange with a fully interacting benzene molecule. As indicated in Figure 12.2, this

full benzene is then “grown” two segments at a time in order to generate the larger PAH

solutes. This sampling scheme was rather efficient, a 10% acceptance rate was achieved

for most of these identity interchange moves. This lead to relatively high precision in

the calculated data, which will be presented later.

Because of the large number of solute molecules present in simulations, it was nec-

essary to restrict their numbers in the stationary and mobile phase boxes in order to

prevent an overloading of these phases. This was accomplished by applying a uniform

bias potential for each solute in each of the three boxes. This bias potential was ad-

justed such that each solute spent 10% of its time in the stationary phase box, 10%

in the mobile phase box, and 80% in the vapor phase box. Thus, on average, there

were less two solutes in the stationary or mobile phases. The distribution coefficients,

free energies of retention, and selectivity factors reported in this work are corrected for

these bias potentials. During the equilibration period, it was observed that the larger

PAH solutes had a tendency to cluster while in the vapor phase due to their extremely

low vapor pressure. To eliminate this clustering, the PAH solutes were treated as ideal

particles (no intermolecular interactions) while in the vapor phase. The solutes were

fully interacting while in stationary and mobile phases. This is of no consequence to the



173

reported results as the vapor phase in these simulations is not involved in the retention

process and is used here only as an intermediate transfer medium.

For each surface coverage studied, eight independent simulations were carried out.

Each independent simulation was equilibrated for at least 2×105 Monte Carlo (MC)

cycles followed by an additional 5×105 MC cycles for production. One MC cycle corre-

sponds to N MC moves, where N is the number of molecules in the three-phase system.

Statistical uncertainties in the reported quantities were estimated from the standard

error of the mean of the results from the eight independent simulations.

12.3 Results and Discussion

An important aspect of simulation is validation against experimental results. If a simu-

lation is able to reproduce the experimental data, then greater confidence may be given

to molecular insights gleaned from the simulation. For validation of the current work,

retention data was calculated from the simulations and compared to experiment. A de-

tailed description of how retention data can be calculated from simulation was discussed

in Chapter 5.

A comparison of simulated and experimental incremental free energies of retention

for the phenyl group is presented in Table 12.1. This quantity is found by plotting the

free energy of retention for linear PAHs (benzene, napthalene, anthracene, napthacene)

versus the number of aromatic rings. The slope from a linear regression on this plot gives

the incremental phenyl free energy. Table 12.1 shows that the free energies calculated

from simulation are in good agreement with the experimental data [227, 226] over the

range of grafting densities studied. There is a slight tendency for the TraPPE force field

to overestimate the incremental transfer free energy. This overestimation of the phenyl

increment is related to the fact that the PAH molecules are modeled by a united-atom

force field [99] that does not explicitly treat the quadrupolar interactions of phenyl

rings. Hence, the interactions with alkanes are somewhat overestimated [99, 228] and

the interactions with polar species are underestimated. [229] However, one should note

that the neglect of explicit quadrupolar interactions should influence the differences

between geometric isomers to a much smaller extent because these isomers have similar

out-of-plane charge distributions.
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Table 12.1: Comparison of incremental free energies of retention for the phenyl group
computed from simulation and obtained from experiment.

Coverage
µmol/m2 ∆∆Gphenyl

Simulation 1.60 −2.5 ± 0.2
2.88 −2.9 ± 0.2
4.15 −3.9 ± 0.5

Limsavarn and 1.44 −2.1
Dorsey [226],a 2.74 −2.3

3.43 −2.4
4.74 −2.7

Kawasaki and N/A −2.4
Jinno [227],b

aExperimental data at 283 K using a 50/50 acetonitrile/water mobile phase
bExperimental data at 293 K using a 65/35 acetonitrile/water mobile phase

Next, the selectivities between the five isomeric PAHs of the molecular formula

C18H12, i.e., the four-ring isomers napthacene (NAP), benz[a]anthracene (BaA), chry-

sene (CHR), BcP, and triphenylene (TrP), are compared to experimental data (see

Table 12.2). The selectivity α is computed as the ratio of the capacity factor for a given

four-ring PAH relative to TrP (or BcP), the least retained of the four-ring isomers, as

follows

αx = k
′

x/k
′

TrP (12.1)

The selectivities computed from simulation are in excellent agreement with experiment

for different analytes, coverages, and mobile-phase modifiers. [8, 171, 230] The selectiv-

ities agree, within their respective uncertainties, for all but two of the 14 cases. The

largest deviation is found for the NAP/TrP selectivity at 2.8 µmol/m2, but even in this

case the discrepancy is small corresponding to a difference in the free energy of retention

of only 0.5 kJ/mol. This agreement is a testament to the precision of the simulation

method and the accuracy of the force field. For example, the BaP/TrP selectivity at

a coverage of 4.2 µmol/m2 is slightly larger than 1.1. This represents a difference in

free energy of retention of 0.2 kJ/mol, an extremely small quantity to measure in either

experiment or simulation. In the following, we will focus on the systems containing
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Table 12.2: Simulated selectivities of C18H12 PAH isomers relative to TrP compared to
experiment at different surface coverages.

Coverage Org. NAP CHR BaA BcP
(µmol/m2) Mod.

Sim 4.15 ACN 1.56 ± 0.16 1.14 ± 0.08 1.16 ± 0.10 1.02 ± 0.04
Exp [8] 4.20 ACN 1.70 1.13 1.13 1.08

Sim 2.88 ACN 1.27 ± 0.14 1.12 ± 0.08 1.07 ± 0.09 1.06 ± 0.05
Exp [8] 2.84 ACN 1.58 1.08 1.12 1.06

Sim 1.60 ACN 1.11 ± 0.10 1.12 ± 0.09 1.01 ± 0.11 1.06 ± 0.10
Exp [8] 1.60 ACN 1.19 0.97 1.02 1.02

Sim 2.88 MeOH 1.46 ± 0.06 1.15 ± 0.08 1.04 ± 0.07 0.99 ± 0.11
Exp [171] 2.5 MeOH 1.42 1.13 1.14 –

acetonitrile as the organic modifier because, as indicated by the simulation and ex-

perimental data [8, 171, 230] shown in Table 12.2, there appears to be no significant

difference in the shape selectivity between acetonitrile and methanol modifiers.

With the knowledge that the retention data for our model RPLC system are in very

good agreement with experimental measurements, the remainder of this paper will be

devoted to a detailed discussion of the molecular mechanism of retention and shape

selectivity for PAHs. This discussion will begin with an examination of the differences

in the retention mechanism for PAHs of different molecular weight and be followed by a

description of the mechanism for the selectivity between PAHs with the same molecular

weight, but with different molecular shape.

One important question regarding the retention mechanism is whether analytes are

retained by adsorption at the stationary phase/mobile phase interface or whether they

are fully embedded (i.e., partition) into the stationary phase. To examine this, Fig-

ure 12.2 shows the K(z) profiles for PAHs ranging in size from one to four rings. In

addition, a simulation snapshot at the top of Figure 12.2 is shown to give the reader

a frame of reference for the z scale in the stationary phase box. From the K(z) pro-

files, a number of clear trends emerge when the size of the analyte is increased. Due

to the hydrophobic nature of aromatic hydrocarbons, the magnitude of the distribution

coefficient increases with increasing number of rings and with increasing ODS surface
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Figure 12.2: Distribution coefficient profiles for PAHs of increasing size. Data for sur-
face coverages of 1.60, 2.88, and 4.15 µmol/m2 are shown as black, red, and blue lines,
respectively. Dashed vertical lines indicate the boundary containing 90% of the ODS
carbon density. The simulation snapshot at the top shows the 3-ring phenanthrene ana-
lyte (green) in the 2.88 µmol/m2 system. The z dimension of the snapshot corresponds
to the z scale of the plots.

coverage. More interesting are the differences in the shapes of the K(z) profiles. For

the smallest analyte, benzene, there a two main peaks in the K(z) profile. These peaks

occur within the center of the bonded phase (z ≈ 8 Å) and near the interface between
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the stationary and mobile phases that is indicated here by the z value of the imagi-

nary boundary that would contain 90% of the carbon density of the ODS chains. This

bimodal behavior is similar to what has been observed from previous simulations with

small alkane solutes and has been attributed to a mixed adsorption/partition mecha-

nism of retention (see Chapters 7 and 9). With an increasing number of rings (molecular

weight) of the PAHs, the peak at the interface begins to diminish and is only evident as

a shoulder in the K(z) profile for the large four-ring PAH. Thus, as the size of the PAH

is increased the mechanism of retention shifts from a mix of partition and adsorption to

a nearly pure partition mechanism. Another effect that is observed when the analyte

size is increased is that the difference between the lowest and highest surface coverages

becomes more pronounced. For benzene, the height of the main peak in the K(z) profile

decreases by roughly a factor of five when the surface coverage is changed from 4.2 to

1.6 µmol/m2, whereas the peak height decreases by more than 20 for the four-ring CHR

molecule. It appears that the low-density phase does not provide enough depth to fully

accommodate the larger analytes.

Further information on the retention mechanism can be gained by examining the

orientation of the analytes within the stationary phase. To accomplish this the alignment

of the long axis of the analyte molecules (analogous to the length in the L/B ratio) with

the vector normal to the silica surface was analyzed. The z-dependent order parameter,

S, describing the angle θI1 between these two vectors is defined as

SθI1
(z) =

1

2
〈3 cos2 θI1(z) − 1〉 (12.2)

Values approaching zero for this order parameter indicate a random orientation of the

analyte (the magic angle can be ruled out in the simulation by evaluation of the dis-

tribution of θI1), values greater than zero indicate a preference for the analyte to be

oriented perpendicular to the silica surface, and values less than zero indicate a parallel

preference.

The order parameter profiles for PAH analytes of different size at a coverage of

4.15 µmol/m2 are shown in Figure 12.3. The diagram to the right of the plot in this

figure shows the definition of the angle θI1 for napthalene. For the smallest solute

benzene, there is a slight preference to be perpendicular when it is located in the center

of the bonded phase and a preference to be parallel when very near the silica surface. In
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Figure 12.3: Order parameter profiles for PAHs of different size at a coverage of
4.15 µmol/m2. The dashed vertical line indicates the boundary containing 90% of
the ODS carbon density. The diagram to the right gives the definition of the angle θI1.

the interfacial region there is little orientational preference. As analyte size is increased,

the same orientational preferences remain, but become highly amplified. For example,

CHR is most retained at a position of about z = 10 Å and at this position the order

parameter exceeds a value of 0.6 (θI1 ≈ 30◦). This orientational preference is much

stronger than what has been previously observed for alkanes (see Chapters 7 and 9).

This clearly suggests that although partitioning is the dominant mechanism for the

larger PAH solute, it is much different than bulk liquid–liquid partitioning where one

would expect no orientational preference.

Spatial heterogeneity is also present if one examines the distribution of the solutes in

the plane containing the silica surface (the x-y plane). The lateral x-y distributions for

the different sized PAH analytes when they are retained inside the stationary phase (as

defined by the Gibbs dividing surface between mobile and stationary phases described

in Chapter 5) are shown in Figure 12.4. It is evident that, regardless of size, the solutes

are not distributed uniformly within the x-y plane. However, the lateral distributions

become much more heterogeneous as analyte size is increased. The analytes tend to

avoid the locations just above the grafting sites of the ODS chains and the larger solutes

have fewer available spaces in which to accomplish this. Thus, it appears this non-

uniform distribution is due to steric constraints within the stationary phase.

From the analysis of the vertical, lateral, and orientational distributions of the PAH
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Figure 12.4: Lateral distribution of PAH solutes of different size in the x-y plane at a
surface coverage of 4.15 µmol/m2. The white circles indicate the grafting locations of
the ODS chains.

analytes as a function of size, it becomes apparent that the stationary phase is a very het-

erogeneous environment, especially at higher grafting densities and for larger analytes.

This points toward an explanation for the molecular origins of shape selectivity, but

more detailed insight can be gained when two PAH analytes of the same size, but with

different shapes are compared. For this purpose, the most retained solute (and one with

the largest L/B ratio), napthacene (NAP), is compared to one of the least retained so-

lutes, benzo[c]phenanthrene (BcP). In agreement with experimental data [227, 8, 230],

our simulations show that the selectivity between these two solutes increases as the

grafting density is increased.

The K(z) profiles for NAP and BcP at the three different coverages are shown in

Figure 12.5. At the two lower coverages, the BcP solute is slightly less retained, but the

general shape of its K(z) profile is similar to that for NAP. At the highest coverage, the

BcP solute becomes less retained relative to NAP and the shape of the K(z) profiles

begin to show differences. For NAP, the profile is very sharp with a peak at z = 11 Å.

For BcP, the profile is considerably broader and its peak is shifted to a smaller z value.

It appears that BcP, the less elongated solute, is able to penetrate more deeply into the

stationary phase, but that the free energy of transfer for NAP is more favorable.
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Figure 12.5: Distribution coefficient (left) and order parameter profiles (right) for the
NAP and BcP PAH isomers. Dashed vertical lines indicate the boundary containing 90%
of the ODS carbon density. The snapshots atop the profiles show BcP (left) and NAP
(right) analytes. Both snapshots are for the 4.15 µmol/m2 phase and the z dimension
of the snapshots correspond to the z scale of the plots.

Figure 12.5 also depicts the S(z) profiles for NAP and BcP at the three different

coverages studied. At all surface coverages both solutes exhibit a preference to orient

parallel to the silica surface when they are very close to it (center of mass at z < 7 Å).

However, this is not of great consequence because the the K(z) profiles indicate that

there is very little retention in this region. The more interesting effects occur in the

center of the bonded phase where the solutes are most retained (z = 8 to 14 Å). In this

region, very little orientational preference is observed at the lowest coverage. However,
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Figure 12.6: Lateral distribution of retained NAP (top) and BcP (bottom) analytes in
the x-y plane at the three different surface coverages.

the S(z) values become large and positive as the grafting density is increased showing

that the solutes have an increasing preference to align perpendicular to the silica surface,

i.e., with the alkyl chains. NAP, the more elongated and more retained solute, exhibits

a greater preference for this perpendicular alignment, which explains why it does not

penetrate as deeply into the stationary phase as BcP.

The lateral distributions of these two isomeric four-ring solutes in the x-y plane is

shown in Figure 12.6. Here, one sees dramatic differences as the grafting density is

increased. At the lowest coverage, both solutes exhibit a more uniform distribution

(relative to the highest coverage) and the most probable locations for the two analytes
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are in roughly the same regions. As the coverage is increased, the lateral distributions

become much less uniform and, at the highest coverage, the most retentive regions for

each analyte are at distinctively different x-y locations. It appears, based upon the

grafting locations of the alkyl chains that the more elongated NAP molecule prefers

more crowded chain regions and sits perpendicular to the surface while the more bulky

BcP molecule prefers more open regions and has less of tendency to orient perpendicular.

Hence, in the latter case, the lateral dimension of the retentive regions is considerably

larger than what would be expected from a “slot” that would fit BcP like a glove.

From the heterogeneity of the lateral distributions, one can infer that there are

indeed specific retentive regions and that the specificity of these regions becomes more

pronounced at higher surface coverages where there is greater shape selectivity. At

first hand, the existence of these retentive regions appears to be in agreement with the

slot model. However, the slot model states that more elongated and, hence, narrower

molecules “would fit into more of the available slots”. [222] By this logic, the narrow

NAP molecule should also be strongly retained in the same regions as the bulkier BcP

molecule, but this is not observed. At the coverage of 4.15 µmol/m2, BcP is most

retained in the region around x = 12 Å, y = 10 Å, whereas NAP is less strongly retained

in this region by a factor of about 2 compared to its most favored regions at x = 6 Å,

y = 2 Å and at x = 6 Å, y = 19 Å. Furthermore, the logic of the slot model dictates that

the bulkier BcP does not fit into the latter two retentive regions, but it is also found

there albeit with K values that are about a factor of 3 to 4 smaller than for its own most

favored region. Therefore, it is clear that the molecular origins of shape selectivity must

be more complex and nuanced than envisioned by the slot model. Given the diffusiveness

of the preferred retentive regions, one may speculate that the shape selectivity involves

the ability of the ODS chains to provide favorable solvation environments by adapting to

the presence of the analyte molecule, but that different local grafting environments play

a role in determining how favorable the solvation environment can become for different

analytes.

Analysis of the simulation trajectories allow us to distinguish whether the most fa-

vorable retentive regions are pre-existing, static slots or, on the contrary, slots are not

naturally present and the stationary phase chains respond to the presence of the solutes

in order to achieve these favorable regions. The two snapshots shown in Figure 12.7
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Figure 12.7: Snapshots of the stationary chain structure in the presence and absence of
a solute. Both snapshots were taken from the same perspective, but at different periods
during the simulation.

visually suggest that these retentive regions are neither static nor pre-existing. The top

snapshot illustrates the 4.15 µmol/m2 stationary phase in the presence of a retained

napthacene solute. Around this solute, the chains are neatly aligned nearly perpendic-

ular to the silica surface and form a well shaped cavity for the solute to reside in. The

bottom snapshot depicts the exact same perspective, but for a configuration from the

simulation when no solute is present. In this snapshot, the chains are less well aligned

and the cavity is not present, rather the chains are able to relax and fill the space that

was previously occupied by the solute. Thus, it appears that the chains respond to

the presence of the solute and these retentive regions are not static. These snapshots,
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Table 12.3: Structural properties of C18 stationary phase chains nearby a four-ring PAH
molecule and in the absence of any analyte molecules.a

Coverage Nearby Analyte Without Analyte
(µmol/m2) cos θete S16 fgauche cos θete S16 fgauche

1.60 0.512 +0.011 0.241 0.376 −0.083 0.222

2.88 0.521 +0.021 0.241 0.452 −0.042 0.231

4.15 0.743 +0.272 0.241 0.671 +0.171 0.261

aSubscripts indicate the standard error of the mean in the final digit.

though intriguing, represent only two configurations from the entire simulation and it

would be improper to draw any conclusions from these alone. However, a further analy-

sis of the average chain properties throughout the entire simulation trajectories supports

the dynamic view inferred from the snapshots.

To analyze the effect of retained solutes on ODS chain conformation, three struc-

tural properties are considered. The first is the cosine of the angle between the chain

end-to-end vector and the normal to the silica substrate (cos θete), the second is the

order parameter for the angle between the 1–3 backbone vectors of the chain and silica

substrate (S), and the third is the fraction of gauche defects (fgauche). These quantities

are defined in Chapter 5, however, for the present discussion these properties are com-

puted separately for chains with no solute of any type present, and for chains with any

four-ring PAH solute nearby. A solute is defined to be nearby the chain if rxy is less

than 7 Å. Here, rxy is defined as

rxy =
√

(xPAH − xODS)2 + (yPAH − yODS)2 (12.3)

where xPAH and yPAH correspond to the x and y center of mass coordinates of the PAH

solute and xODS and yODS correspond to the grafting location of the stationary phase

chain. This definition comes from the position of the first minimum in a two dimensional

(x and y) radial distribution function between these sites.

Numerical data quantifying the effects of the analytes on the chain structure are

summarized in Table 12.3. For all coverages, values of cos θete and S16 increase in

the presence of a PAH analyte. This indicates an enhancement in the alignment and

ordering when the chains are solvating a PAH molecule. The fraction of gauche defects
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Figure 12.8: Top, definition of the 1–3 and end-to-end (ete) vectors used to characterize
chain alignment. For clarity, the diagram is shown only for a C6 chain. Bottom, order
parameter along the chain backbone indicating chain alignment. Black, red, and blue
lines correspond to surface coverages of 1.60, 2.88, and 4.15 µmol/m2, respectively. Solid
lines denote chains near a four-ring PAH molecule while dashed lines indicate chains in
the absence of any analyte.

appears to be insensitive to the presence of analytes. More local information for the

order parameter is shown in Figure 12.8, which gives the order parameter for each

backbone position along the chain. The shift to larger values again indicates that the

chains are more aligned when analyte molecules are present. However, these also show

that this ordering effect is most pronounced in the central portions of the chains. The

first and last backbone vectors seem to be influenced little by the analytes. This can be

explained by the fact that the first backbone vector has less freedom of movement due

to the grafting to the silica surface; since the analytes are most often fully embedded in

the stationary phase, the terminal end of the chain may fold over the top of the solute

and, thus, show less alignment. The latter effect is also evident in the snapshot (see top

part of Figure 12.7).

The fact that the chain structure does respond to the PAH analytes does not rule

out the possibility for pre-existing slots, however, it does indicate that these slots would
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not be as rigid as has been implied by the MD simulations of Lippa and coworkers[61].

To examine whether these slots are pre-existing, the lateral density distributions of

the carbon segments in the C18 chains in the absence of solute were computed. These

density distributions were divided into two regions with respect to the surface normal.

The inner region extends from the silica surface (z = 0 Å) to the z location where 50%

of the total carbon density is contained and the outer region extends from this 50%

location to the 90% location (see Figure 12.9). The x-y distributions of the carbon

density in these two regions for the three different surface coverages are represented by

the contour plots shown in Figure 12.9. Examination of these contour plots points to a

non-uniform distribution of the carbon density in the inner region. There are definite

regions of high and low carbon density. The regions of high carbon density occur, not

surprisingly, near the grafting locations of the chains. Despite areas of lower density,

extended regions of “empty space”, or slots, large enough to accommodate any PAH

analyte do not exist at the highest surface coverage. A comparison of the carbon density

distribution for the highest surface coverage to the corresponding analyte distributions

in Figure 12.6 indicates that the analytes are not retained in the regions where the

lowest carbon density is found, but in regions where the carbon density exceeds values

of 0.5 g/mL (when no analyte molecules are present), a significant density considering

that the density of liquid n-hexadecane is 0.77 g/mL at this temperature. In order for

the solutes to be retained in these locations the chains must respond and move out of

the way. Therefore, these retentive regions are not pre-existing. Examination of the

outer region yields further evidence that these retentive regions are not static slots. In

particular for the highest coverage, again where the most shape selectivity is observed,

the outer region is nearly homogeneous and has a density close to that of a liquid alkane.

There are definitely no static slots, or regions of very low density, present in the outer

region of the ODS chains at the highest coverage. Actually, only the low-grafting density

phase possesses regions with rather low carbon density, but comparison to the analyte

distributions shows rather convincingly that the analytes disfavor these regions.
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12.4 Conclusions

Efficient configurational-bias Monte Carlo simulations in the Gibbs ensemble using the

accurate TraPPE force field have been carried out to examine shape selectivity of PAHs

in RPLC systems with various ODS grafting densities. The simulations reproduce the

experimental retention data for the phenyl increment and for the selectivities between

the five isomeric PAHs of molecular formula C18H12. The dependence of these quantities

on grafting density is also in agreement with experiment. Validation of the simulation

results against experimental retention data allows for more confidence in the molecular

details concerning the molecular retention mechanism gathered from the simulations.

The simulations indicate that the various PAH analytes exhibit a rather heteroge-

neous distribution when retained in the stationary phase. The PAH molecules prefer to

be fully embedded in the stationary phase rather than adsorb at the stationary/mobile

phase interface. When buried in the stationary phase the solutes prefer to align their

long axes perpendicular to the silica surface and reside in regions where the ODS seg-

ment density in the absence of analytes would have intermediate values, i.e., neither on

top of the grafting locations of the ODS chains nor too far away from these grafting

locations. All of these effects become more pronounced at higher surface coverages and

for larger PAH analytes.

In regards to shape selectivity, it is found here that there are different most favorable

retentive regions for different isomeric four-ring PAHs and that these regions are found

at different lateral locations within the stationary phase. However, other PAH isomers

are not completely excluded from the most favorable retentive regions of another PAH

isomer. For example, at a surface coverage of 4.15 µmol/m2, the local distribution

coefficient for BcP molecules in the regions most favorable for NAP differs only by a

factor of less than 5 from the K value for NAP and a similar observation can be made

for the region most favorable for BcP.

Finally, these favorable retentive regions are not pre-existing cavities or slots. When

the analyte molecules are absent, these regions are occupied by the ODS chains. In the

presence of analyte molecules, nearby ODS chains respond by becoming more aligned

in order to create a solvation environment that can best accommodate the solute.



Chapter 13

Effects of Solute Chain Length

13.1 Background

Throughout most of this thesis relatively small solutes, like butane, were examined.

However, larger PAH solutes were studied in the previous chapter. Here, it was shown

that for small PAH solutes, like benzene, the retention mechanism is somewhat similar

to butane (i.e., mixed adsorption/partition) but for large PAH solutes the retention

mechanism is mainly partitioning. PAHs are conformationally rigid molecules, so it

is now questioned whether this change in retention mechanism with increasing solute

size occurs only for rigid solutes. In this chapter the retention mechanism of large, but

flexible, solutes is examined by carrying out simulations of an RPLC system with linear

alkane solutes up to 14 carbons in length.

In regards to solute chain length, it has been observed from retention measurements

with various homologous series (for example, alkanes, alcohols, or carboxylic acids, with

increasing chain length) that there is a discontinuity in plots of log k′ vs. number of

carbons [206, 231]. This discontinuity occurs about where the number of carbons in the

solute exceeds the number of carbons in the stationary phase chains (the critical carbon

number). Stated otherwise, the methylene increment (∆GCH2
) shows a small increase

at this critical carbon number. For example, Tchapla and coworkers found, for a C8

stationary phase and 10/90 (v/v) water/methanol mobile phase, that the methylene

† This chapter describes the outcome of a collaborative research project carried out by Jake L.
Rafferty and advised by J. Ilja Siepmann and Mark. R. Schure.
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increment increased (became less favorable) by 96 J/mol when the number of carbons

in the solute was greater than ten [206]. From this it was suggested that the solutes

fully embed themselves (partition) into the stationary phase until their length exceeds

the length of the stationary phase and, after this, the remaining portion of the solute

is forced to reside outside the stationary phase and adsorb at the surface [206, 231].

Indeed this is a very small change in free energy to suggest a change in the retention

mechanism. However, given that simulation data from the present work have indicated

∆GCH2
(z) is only slightly smaller in the interfacial region as compared to in the center

bonded phase (see Figures 7.3, 9.8 and 11.4), this explanation seems at least plausible.

13.2 Simulation Details

The simulations examining the effects of solute length made use of the configurational-

bias Monte Carlo (CBMC) technique applied in the NpT Gibbs ensemble and the

three-box slit pore set up as described in Chapter 5. The stationary phase consisted

of a dimethyl octylsilane (C8) chains grafted to a silica substrate at a coverage of

2.9 µmol/m2. The mobile phase was a mixture of 33% water and 67% methanol. A total

of 18 stationary phase chains and 400 water and 800 methanol molecules were present

in the simulations. A similar C8 stationary phase in contact with a water/methanol

was examined in Chapter 11. Thus, an analysis of system structure will not be pre-

sented here. The main focus of this chapter is the examine the effects of solute chain

length. For this purpose, 8 linear alkanes (methane, ethane, butane, hexane, octane,

decane, dodecane, and tetradecane) were present in the simulations as probe solutes.

20 helium atoms were also present to maintain a vapor box of adequate size. Four

independent simulations were carried out, each consisting of 2×105 Monte Carlo cycles

of equilibration and 5×105 cycles of production.

Solvent and solute molecules were allowed to transfer between the three boxes via

CBMC particle exchange [91, 92] and identity interchange moves [93, 94]. These identity

interchange moves are absolutely necessary for sampling the spatial distribution of the

large solutes. To avoid overloading the stationary and/or mobile phase with these large

solutes it was necessary to apply a uniform bias potential in each simulation box such

that each solute spent 20% of its time in the stationary phase box, 20% in the mobile
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phase box, and 20% in the vapor phase box. Thus, on average, there were less than two

solutes in the stationary or mobile phases. The distribution coefficients and free energies

of retention reported in this work are corrected for these bias potentials. During the

equilibration period, it was observed that the larger solutes had a tendency to cluster

while in the vapor phase due to their low vapor pressure. To eliminate this clustering,

the solutes were treated as ideal particles (no intermolecular interactions) while in the

vapor phase. The solutes were fully interacting while in stationary and mobile phases.

This is of no consequence to the reported results as the vapor phase in these simulations

is not involved in the retentive process and is used here only as an intermediate transfer

medium.

13.3 Results and Discussion

The computed free energy of retention for linear alkanes as a function of solute carbon

number is shown in Figure 13.1. The slope of this plot corresponds to the methylene

increment. It is evident from the plot that methylene increment does show an apprecia-

ble change when the solute carbon number is increased past the number of carbons in

the stationary phase chains. However, it should be noted that the change in methylene
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increment observed by Tchapla and coworkers is minute (0.096 J/mol), and although

the uncertainties in free energies of retention computed from simulation are very small

for smallest solutes examined (±20 J/mol for ethane), they become significant for the

largest solutes (±400 J/mol for tetradecane). Thus, because of this inadequate precision,

it difficult to judge whether the simulation results are inaccurate. By most standards

these simulation results are extremely precise and it is just very difficult to observe

such a small change in the methylene increment without prohibitively long simulations.

Despite this, an analysis of the spatial and orientational distribution may still be useful

for examining the retention mechanism of large, flexible solutes.

Distribution coefficients as a function of distance from the silica surface for solutes of

varying length are presented in Figure 13.2. Throughout this thesis, these distribution

coefficient profiles have been computed using the center of mass coordinates of the

solutes. However, due to large size and flexibility of the solutes examined here these

coordinates may not be the best descriptor of solute location. Therefore, in addition

to center of mass (COM) position, profiles are also shown for the location of methyl
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(CH3) and methylene (CH2) groups in the solutes. With the exception of ethane (C2),

the COM profiles for the solutes of different length appear somewhat similar. There is

one peak inside the GDS and this peak has a shoulder the extends outside the GDS.

The COM profile for C2 shows a clear bimodal distribution with one peak inside the

GDS and one peak outside. This bimodal behavior was observed for a C4 alkane on a

C18 stationary phase and attributed to a mixed adsorption/partition mechanism (see

Chapter 7).

As mentioned above, the COM profile might not yield a full description of solute

location. For example, the COM may be located inside the GDS (indicating a partition

mechanism) while part of the solute is outside the GDS (partial adsorption). For this

reason, CH3 and CH2 profiles were also examined. When viewing the CH3 profiles, a

bimodal behavior is observed in all systems and there is one peak inside the GDS and

one peak outside. Furthermore, the CH2 profiles indicate that there is a probability

for methylene groups to be located well outside the GDS, however the most probable

location for this group is inside the stationary phase. Thus, while the COM of the larger

solutes is mainly located inside the GDS, the CH3 group shows a fairly high probability

to be located outside the GDS. These observations are consistent with the suggestion

that large solutes are retained by embedding part of the chain inside of the stationary

phase while the remainder of the chain adsorbs at the bonded phase surface [206, 231].

However, these observations are not consistent with the view that the small solutes fully

embed themselves (partition) into the stationary phase. The bimodal COM distribution

exhibited by the C2 solute clearly demonstrates this.

Further information on the retention mechanism of these solutes can be seen in the

order parameter profiles shown in Figure 13.3. The profiles show the order parameter

for the 1–3 backbone vectors of the solute chain (Si) plotted as a function of the z-

location of the center of the backbone vector. Positive values for this order parameter

indicate vectors aligned perpendicular to the silica surface, negative values indicate

parallel vectors, and zero indicates vectors with no orientational preference. The order

parameter profiles are fairly similar in shape regardless of solute size. However, they

are shifted downward (more parallel preference) as solute size is increased. For values

of z < 7 Å, the 1–3 backbone vectors show a preference to be parallel to the silica

surface while at the GDS these vectors have a perpendicular preference. Just outside
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the GDS, the vectors appear to have a slight parallel preference and moving further

into the mobile they become randomly oriented. Thus, the portions of the alkyl chain

that are buried deep inside the stationary phase are somewhat flat relative to the silica

surface as they encounter the “wall” created by the dimethyl side chains of stationary

phase. Near the ends of the stationary phase chains, solute segments are perpendicular

and outside the stationary phase they lie flat against the alkyl surface. Again, these

observation are consistent with suggested mechanism of retention for large solutes, but

inconsistent with a pure partition mechanism for small solutes.

A representative snapshot for a retained C14 solute is shown in Figure 13.4. The

location of this chain is consistent with the distribution coefficient profiles shown in

Figure 13.2. I.e., the COM of the solute is at about z = 8 Å and the CH3 groups

are bimodally distributed with one inside the stationary phase and one at the surface.

Consistent with the order parameter profiles, the portion of the chain nearest the silica

substrate is flat as it encounters the dimethyl side chains and the remaining portion of

the solute inside the stationary phase is perpendicular to the silica surface. The portion

of the solute outside the stationary phase is lying flat atop the alkyl surface.
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Figure 13.4: Snapshot of a C14 alkane solute retained on a C8 stationary phase.

13.4 Conclusions

The proposed mechanism of retention for large flexible solutes based on experimental re-

tention data [206, 231] appears to be correct. Larger alkanes partially embed themselves

in the stationary phase while the remainder of the solute is adsorbed at the stationary

phase surface. However, the proposed change in retention mechanism when going from

small solutes to large solutes is not observed. Small solutes are not retained solely by a

partition mechanism, rather they also show a mixed adsorption/partition mechanism.

Thus, for flexible solutes, the retention mechanism does not change with solute size.

The only difference is that, due to their length, large flexible solutes can exhibit both

absorption and partition simultaneously. This is in contrast to rigid PAH solutes (see

Chapter 12). In this case, smaller solutes show a mixed adsorption/partition mechanism

while larger solutes are retained primarily by a partition mechanism.
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