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A Simple and Effective Method to Test
the Dimensionality Axiom of the Rasch Model
Arnold van den Wollenberg

A simple method is introduced to test the di-
mensionality axiom in the Rasch model. The
method consists of a suitable partitioning of the
data set. This partitioning is based on the responses
to some of the items being investigated. The items

used for this purpose are called the external cri-
terion items. data are presented indi-
cating the effectiveness of the method in instances
where the traditional test procedures fail.

It was recently pointed out by several authors (Gustafsson, 1980; Gustafsson & Lindblad, 1978;
Stelzl, 1979; van Wollenberg, 1979,1980a) the traditional global statistics for the Rasch
model, such as the conditional likelihood ratio (Andersen, 1973), the of Martin-Lot (1973),
the test of and Panchapakesan (1969), and the Fischer- Scheiblechner test (~~s~h~r ~.
Scheiblechner, 1970), are essentially insensitive to violation of the unidimensionality axiom. These
tests are standardiy applied to a raw partitioning of the set. The insensitivity of the tests is
ascociatcd with this partitioning (van den Wollenberg, 1979). When tests are applied to other
types of partitioning, violation of the unidimensionality may become manifest, although this is
in no way guaranteed to occur.

Martin-Lof (1973) pr~s~~t~d ~, method to test whether two sets of items measure the same latent
trait. This test, however, requires an a priori hypothesis about which items belong to one trait and
which to the other. This of is as a rule not available, so the method of Martin-Löf has
only limited applicability.

Van den Wollenberg (1979,1980a) introduced two new test statistics, Q, and Q,. The statistic
is obtained as follows. For each ~t~~m~e~r~~ combination the following statistic is defined:

Here nri is the number of subjects in ~~~~~&reg;~~~~ ~ positively responding to item i n,,- the number
of in level-group r negatively to this item, The is obtained as
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where y, is the basic symmetric function of order r and y§d] is its partial derivative with respect to the
1&reg;g~rit~arr~i~ item parameter &euro;;; M. is the total number of subjects in level-group r.

The overall statistic Qi is obtained as

Equation 3 is a sum of terms that are dependent to some degree; the addition theorem of x2 variates
does not apply. This problem can be resolved by incorporating the complete variance-covariance ma-
trix of the deviates n,, - ~~~re&reg;s as is done in the construction of the Martin-Lot statistic. When this is
done, however, a matrix inversion is involved for each level group.

Van den Wollenberg (1980a) showed that in the case of equal item parameters, the correction fac-
tor (~-1)/~ can analytically be substituted for the variance-covariance matrix. For this case, the
Martin-Lot statistic and Qi are analytically equivalent. When the item parameters are not equal, the
correction factor is only an approximate substitute for the variance-covariance matrix. In simulation
studies, van den Wollenberg (1980a) showed that the approximation is very good. He obtained cor-
relations between (3i and the Martin-Lof statistic that were .99 or higher.

Van den Wollenberg (1980b) argued that 1 also closely resembles the ~r~~ht-P~n~h~p~,k~s~~a
statistic. is last statistic has two important deficiencies that cause it to be heavily biased. When the
deficiencies are corrected, the ~~i~ht-P~.~~h~.p~~es~~ statistic becomes equivalent to ~~ (van den
Wollenberg, 1980b). Qi is sensitive to the same effects as the other global test statistics and therefore
is essentially insensitive to violation of the unidimensionality axiom.

The statistic (3i has some practical advantages. It is easily computed, it gives contributions to the
overall statistic for each item-level combination, which is very valuable for the study of fit, and its con-
struction is analogous to ~ which is especially sensitive to violation of the unidimensionality axiom. o

The statistic Q, is also a sum of individual statistics. For level group the second-order ob-
served frequencies are compared with their expectations. For each pair the following statistic is
obtained:

The statistic is obtained by comparing the cells of a two by two observed contingency table with the
corresponding expectations. The q~~~t~ty d~ is the difference between the observed and the expected
frequency and is, of course, equal for all cells of the table.

The second-order expected frequency ~’(~~.) is obtained as

where y§I£> is the second-order partial derivative of the basic symmetric function with respect to the
item parameters Ei and f.j’ For each level group the overall statistic is obtained:
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Again, a correction factor is involved to compensate for the negligence of the covariance between the
statistics given by Equation 4. (For a more detailed discussion, see van den Wollenberg, 1980a.)

There still exist several problems in the application of the 62 statistic (van den Wollenberg,
1980a):
1. Whereas only the overall item parameters are needed for ~i, the item parameters of every sub-

sample have to be estimated in order to obtain Q2. This not only requires considerably more com-
puting time, but it can also prove impossible to estimate the item parameters in some of the sub-
samples because one or more items have been passed or failed by all subjects in the subsample.

2. Because the data set has to be partitioned into k - I subsamples (where k is the number of
items), the number of subjects in the subsamples can become rather small, which makes the oc-
currence of small expected frequencies rather likely. This may cause Q2 to be a fairly unstable
statistic in some practical applications.

3. It is as yet not clear whether and how subsamples can be combined into larger subsamples in
order to obtain better parameter estimates and more stable statistics.
In the following a simple procedure is described, which amounts to a suitable partitioning of the

data set, and which makes violation of the dimensionality axiom very likely to manifest itself. For this
purpose the traditional test statistics can be used. The Q, statistic will be used in the present study be-
cause of its practical advantages; the correspondence between Q, and the other global statistics is so
high that the results obtained with Q, may be considered to hold for the other statistics to the same
degree. 

A Simple Method and Its ~.tl&reg;~~~

e traditional test statistics and the Q, statistic amount to a more or less direct inspection of the
equality of item parameter estimates over subsamples. These arc, as a rule, obtained by
splitting the sample according to raw score. en the raw score partitioning of the data set is used,
inspecting equality of the item parameters is equivalent to inspection of parallelism of the item
characteristic curves; the differences between item parameter estimates should be equal across sub-
samples.

When more one, say two, latent traits underly the data, the raw score is dependent upon
both latent traits, the raw score estimates an 6g&reg;bs~rved trait,&dquo; which is a combination of the two
latent traits. The traditional tests only inspect the item characteristic curves on parallelism on the
6‘&reg;bser~~d trait.&dquo; When parallelism holds, multidimensionality is not detected.
e situation described above is quite feasible when two homogeneous tests are amal-

gamated into one. The raw score is the sum of the raw scores of the subtests. When, in a given sample,
the subtests have (approximately) equal raw score distributions, the observed total score is (approxi-
mately) upon both to the same Now it becomes likely that the item
characteristic curves on the two latent project as a set of parallel on the observed trait.
Van den Wollenberg (1979,1980a) gave a set of conditions for a two-dimensional data set to
behave as a perfectly Rasch homogeneous set, in the that all item parameter estimates are,
within chance limits, over all subsamples of the raw score partitioning.

Even when the above conditions are only to a certain the sensitivity of the test statls&reg;
tics for violation of the unidimensionality axiom may be decisively undermined. It must, therefore, be
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concluded that the available global test based on a raw partitioning of the data set
may fail to detect

One alternative to the testing is ~~9 in which local stochastic independence its
tested by of the association between item pairs. When unidimensionality is violated and only
one (combination) trait is obtained in the analysis, there will still be inter-item association left
~.~d9 ~s ~ consequence, local stochastic will be violated.

The second possibility is to use a partitioning criterion that is differentially to the under-
lying traits. However, a priori knowledge about the underlying traits will, as a rule, not be available;
when it is known that more than one latent trait underlies the the dichotomous Rasch model
should not be used anyhow. ~s9 ~ method is for that is not upon substantial
knowledge about the being analyzed.

Consider the following case. A test consists of items, some of which appeal to trait A (e.g., items 1,
2, 3 and 4), whereas the other items appeal to trait B (e.g., items 5 through 8). The mean subject pa-
rameters on both traits are equal, i. e., ~4 = ls. One of the items is removed from the test. Assume,
without loss of generality, that this is an A-type item, say item 1. Now consider two groups of subjects,
those responding positively to item I and those responding negatively to this item. These groups of
subjects will be as the A+ the A- sample, respectively.

On the average, the A’’ sample consists of subjects with relatively high for trait A,
whereas the A- sample consists of subjects with relatively low A parameters. When, without loss
of it is assumed that the traits are uncorrelated, the average trait for trait B ~~111
be equal for both subsamples: 1

The state of affairs can also be formulated in another way: For the A+ the A items are relative-
ly easy as compared to the which are of ~~~~~~~~dg~~~ For the A- sub-
the situation is reversed, items being difficult in with the B items,

The differences in relative difficulty between the must reflect in the item parameter
estimates of the two in subsample A+ the A items are the more easy ones9 whereas in sub-
sample A- the B items are ~~.s~e~° The traditional tests9 the of item p~~~~~~~~ ~s~nm
mates over subsamples, will be successful in violation of the axiom, Of
course9 the item that is used as a partitioning item 1 in this should be excluded from
the test to be This item in an artifactual waY9 easy in the A+ and ex-
difficult in the A-It may be obvious that the correlation between the latent traits
and the of the mean subject of the latent traits influence the extent to which the
violation becomes manifest but are of no importance for effect as such.

It is also possible to use more than one item as an external partitioning criterion. When the sum
score of the external criterion items used for this purpose, the exists that the partitioning
criterion suffers the same evil that it is supposed to be a for, That when the ~~~~~s constitut-
the external criterion stem from both latent the partitioning criterion is no ~&reg;~~~~ d~f~
related to the latent which is necessary in order to detect violation of the
axiom, °
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There is yet another way in which more items can be used to give a partitioning of the data set,
that is, by using the response pattern of the criterion items instead of the sum score. With two items
there are four subsamples: (1) + +, (2) + &reg;9 (3) - +9 and (4) - -.

When the stem from the dimension, say trait A, the following situation holds: i
-. 

Criterion Pattern

It is obvious that the violation of unidimensionality now is detected in quite the way as in the
one-criterion item case. When the two are from subtests, the partitioning gives
the following situation with to the mean subject parameters: i

Criterion Pattern

It is seen that the effects of violation of unidimensionality will especially become manifest in the +-
and the -+ subsamples. In the +- subsample the subjects will have relatively high values
on trait A and simultaneously low values on trait B; for the &horbar;+ subsample the situation is reversed.
The differences between parameter estimates of the items of the two subtests will diverge on the basis
of two effects on the mean subject- parameters.

The subsamples ++ and -- are not differentiated with to the latent traits A and B and
therefore are not to contribute to the of the overall test statistic, are of
minor importance in the course of the unidimensionality axiom.

A S!mW&tiou, Study

The sensitivity of the present procedure with to violation of the dimensionality axiom
was investigated by of simulated data. For the of the data sets, two different meth-
ods were used, both of which are described by van Wollenberg (1979,1980a). A short description
of both methods will be here,

Method

Method A data such that chance fluctuations are the statistics should behave
as X2 with the number of of freedom. The involved in method A are as fol-
lows : a
o For the items fixed parameter values are chosen,
2. A subject parameter 1, is from the standard normal distribution, although any other dis-

tribution would do.
3. Given the item and the subject the probabilities are obtained by

means of the basic formula of the Rasch model: i
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4. Corresponding to the response probabilities under Number 3, k (number of items) random num-
bers are sampled from the uniform distribution with range (0,I).

5, The response probabilities under Number 3 are compared with the random numbers under Num-
ber 4; a simulee is said to give a positive response to a given item when the response probability
exceeds the corresponding random number.

6. For every simulee stops 2 through 5 are repeated.
The method described above gives a data set that .is in accordance with the Rasch model; the test

statistics h~~e ~a properties. Multidimensionality of the data set is introduced by sampling a vector-
valued subject parameter under Number 3 and by letting some of the items appeal to one element of
the vector-valued parameter and other items to another element.

Method B generates the number each response vector, the item and pa-
rameters. When the model holds, this method leads to statistics that are equal to zero, except for
rounding errors. This method is especially appropriate for studying the effects of model violations, as
the value of the statistics is totally due to violation; no chance fluctuations are involved. Steps 1
through 3 are the same as in method A. The succeeding are the following:
4. For a given simulee the probabilities of all response patterns are obtained.
5. The probability of each response pattern is summated over all simulees. This summation is the

expected frequency for each response pattern.
6. Response vectors are generated up to the expected number rounded to the nearest integer.

Data sets that were obtained by of both of the above methods are reported upon. The data
sets shared the following characteristics A total of 4,000 subjects was sampled, using eight items. All
item parameters were equal (a, = 0<0~ ~ &reg; 1, ..., k)° The subject parameters were sampled from the bi-
variate standard normal distribution. The first four items appealed to the first subject parameter, the
others to the second subject parameter; the correlation between the subject parameters was zero. For
the data set generated according to method A, one hundred replications were obtained, which was, of
course, not necessary for method B.

Results

In Table 1 a comparison is offered of the Q, and a statistics based on a high-low partitioning of
the data set on the one hand and the (~ statistic in connection with an external criterion item on the
others As can be observed, the Q, statistic associated with a high-low-partitioning of the data set is
insensitive to multidimcnsionality. The a statistic very clearly to the model violation, as it
should. Multidimensionality is also clearly detected by the Qi statistic in connection with an external
criterion item. It must be noted that one of freedom is lost in the last testing procedure be-
cause one item is removed from the test and used for the partitioning of the data set. Indeed, the par-
titioning of the data set means of an item of the test is effective in detecting violation of the dimen-
sionality axiom; the 0, statistic the job even better.

In Table 2 results are presented pertaining to model tests making use of two external criterion
items. In the first part of the table, the results are given for the situation in which both criterion items
appeal to the same trait, in the second part the items appeal to different latent traits.
The number of items in the test is six. When both items appeal to the same the
partitioning criterion is differentially to the in the test the test of the model should

1Q2 should preferably be used with a complete raw score partitioning (see van den Wollenberg, 1980a). However, with other
types of partitioning it can be used heuristically, which has been done here for the sake of comparison.
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Table 1

Comparison of the Statistics Q, and Q2 Based on
a High-Low Partitioning and the Statistic Q1

Based on a Partitioning by Means of an External
Criterion Item, for Data Generation Methods A and B

show the violation of the model, as it does. The raw partitioning gives three subsamples,
whereas the response pattern partitioning to four sub samples; this the difference in the
~ b~r of degrees of freedom.

It is a remarkable fact that for the fluctuation-free- data, both types of partitioning lead to the
same value for the 1 this point will be discussed below. When the items appeal to different
dimensions, the raw score partitioning criterion loses its effectiveness, as may be apparent from
Table 2. In this case the response pattern partitioning remains effective and even becomes more sensi-
tive to the model violation.

The use of more than one item as partitioning criterion is thus quite possible. ~&reg;~we~9 when the
raw score of these items is used, the exists that the criterion loses its effectiveness. This does
not happen when the response partitioning is used.

In Table 3 the results of Table 2 are inspected more closely. To this only the data gen-
erated mean of method B were used. Here the results for the analysis with the criterion items ap-

Table 2

Testing the Dimensionality Axiom by Means of Two External Criterion
Items Using Both a Score and a Response Pattern Partitioning
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Table 3

Contributions of the Subsamples to the Overall
Statistic for Model Tests With Two External

Criterion Items Using Data Generation Method B
~ ~~-~~---~~~ ____n- -

to the same dimension are reported, like the results for the two-dimensional criterion. In
Table 3, the contributions of the are given.

When the raw score partitioning is used in connection with an external criterion to just
one of the then score group 1 does not contribute to the value of the test statistic. The ex-
is obvious. This group consists of for which the items are of intermediate difficulty,
which also holds for the items to trait and there is no differentiation between items of
trait A and trait B; consequently, is not detected. at the response pat-
tern the same can be said for the groups with response patterns 01 and 10. This does also
the fact that the overall statistics are for these two types of of the data set.

When the items to different the raw score partitioning totally as was in-
dicated earlier. When the results for the response pattern partitioning are inspected, subsamples can
again be observed that do not contribute to the overall test statistic. Again, the explanation can be
found in the fact that in these groups there is no differential relation to the underlying traits. For the
group with response pattern both subject parameters on trait A and trait B are to be be-
low average; for the group with response pattern 11 both the A and the B are
relatively high. In both instances there is no difference with respect to the underlying and
it is this differential relation that is necessary to detect multidimensionality.

The violation of the dimensionality axiom not becomes manifest in the value of the statis=
when test items are used as external but also the pattern of contributions over the sub-
is This can useful added information when the model is tested.

Dimcussioll

In the present study a method was to test the axiom of the Rasch &reg;d~~m
This method is to be ~&reg;&reg;~C~d upon as a useful alternative for Q (van den Wollenberg, 1980a) in cases
where the latter methods meets practical objections.
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Whenever possible, ~2 is to be preferred, as it is more sensitive to violations and because the com-
parison of observed expected second-order frequencies useful information with to
the sources of model violation. However, the practical disadvantages of ~9 such as computing time,
the risk that for some the may be inestimable, and the instability of the statis-
tic when there are small expected frequencies, are not to be underestimated in practical applications.

In the present analyses the to be analyzed in fact consisted of two homogeneous sub-
tests ; each item to only one latent trait. However, it is also quite feasible that an item ap-
peals to some linear combination of the underlying traits. In case, the differential relation of the
item to the underlying traits can be at issue; now several analyses with different external criterion
items must be performed in order to get a good check on the dimensionality assumption.

In the present study a two-dimensional structure was studied. The present results can easily be
generalized to more than two dimensions.

As was argued, the pattern of contributions over sub samples can be used in the evaluation of
model fit. However, it should be in that the specific results obtained here are also de-
pendent upon the raw score distributions of the different subtests the value of the item
parameters. Thus, the results with to the of contributions cannot be gen-
eralized blindly. Nevertheless, it can be stated that a two-dimensional structure will tend to show a
pattern of contributions quite similar to the one reported here. ..
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