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The Effects of Item Calibration Sample Size and
Item Pool Size on Adaptive Testing
Malcolm James Ree
Air Force Human Resources Laboratory

A simulation study of the effects of varying the
item calibration sample size on varying size item
pools was run for the maximum information adap-
tive test. Items were calibrated on the three-pa-
rameter logistic model on sample sizes of 500,
1,000, and 2,000. Item pools of 100, 200, or 300
items were developed from the three calibration
sample sizes. Fixed-length adaptive tests of 10, 15,
20, 25, 30, and 35 items were given to a different
group of 500 simulated subjects for each combina-
tion of item pool size and calibration sample size.
Results indicated that high correlations between
ability and estimated ability would be obtained in
any testing if a sufficient number of items were ad-
ministered. The reduction of absolute error of abil-

ity estimation was found to require at least 200
items calibrated on 2,000 subjects.

Adaptive, or tailored, testing refers to a series
of techniques for finding and scoring the most
useful set of items to be administered to an indi-
vidual. Adaptive testing techniques range from
strictly mechanical (Weiss, 1973) to mathemati-
cally elegant models (Owen, 1969). In all these
techniques, the basic components are pa-
rameters representing the items, some method
for ability estimation, a method for item selec-
tion, and rules for the initiation and termination
of testing. Development of item pools can be
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very expensive, especially if large numbers of
examinees are required in order to try out large
numbers of experimental items. The object of
this study is to investigate the consequences of
item pool size and item calibration sample size
on the outcomes of adaptive testing.
Frequently, items for adaptive testing are cali-

brated on a three-parameter model explained by
Lord and Novick (1968) in the normal case and
by Birnbaum (1968) in the logistic approxima-
tion. The three parameters of the Birnbaum
model-a, b, and c-are item discrimination,
item difficulty (or location), and probability of
chance success (or lower asymptote), respective-
ly. Equation 1 presents the mathematical func-
tion describing the item characteristic curve

(ICC):

where P(8) is the probability of 9 and the pa-
rameters a&dquo; b&dquo; and c, refer to item discrimina-
tion, location, and lower asymptote, as previous-
ly noted, for item i. Previous research (Ree,
1979a; Urry, 1976) indicates that the ICC pa-
rameters may be estimated with some reason-
able degree of accuracy, providing a sufficient
sample of examinees with an appropriate distri-
bution of ability (0) is available.
For purposes of the present study, the maxi-

mum information adaptive test was selected,
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based on previous research (Maurelli, 1978). The
objectives of this study were to examine the con-
sequences of differing calibration sample size
and differing item pool size on the estimation of
9 during adaptive testing. Simulation techniques
were used in order to have known true or start-

ing values for analysis and comparison.

Method

Item pool size was varied from 100 to 200 to
300 items and each of these pools was calibrated
on 500, 1,000, and 2,000 examinees. A total of
nine (three pool sizes x three calibration sample
sizes) different item pools were available for the
study.

Item Pool Calibration and Construction

The a, b, and c parameters for each of the
items were generated as was a 0 for each
simulee. In order to generate a vector of item re-
sponses for each simulee, the 9 values were used
in Equation 1 to compute the likelihood of &dquo;cor-
rectly answering&dquo; each item. Because Equation
1 yields a number, P(0), such that 0.0< P(0) <

1.0, a number, X, was drawn from a uniform
(rectangular) distribution ranging from 0.0 to
1.0 and compared to P(6). If X was larger than
P(9), then an incorrect response was specified
for the item; otherwise, a correct response was
specified for the item. Thus, a simulee with P(0)
= .90 got the item correct 9 in 10 times, and a
vector of item responses was developed for each
simulee in each data set.
The procedure produced a vector of item re-

sponses (1 or 0) for every simulee. A total of
2,000 simulees were used in the three pools. The
simulees were administered the items in three

groups of 100 items each. This procedure follows
the recommendations of the developer of the
item calibration program OGIVIA (Urry, 1976)
and the results of the previous investigations of
the program (Ree & Jensen, 1979). The item sets
were generated with the following specifications:
the a parameters were to mirror what is found in
current tests, the b parameters should be uni-

formly distributed over approximately a ±2 in-
terval of 0, and the c parameter should be ap-
propriate to a test item with five-item options.
Sample sizes of 500, 1,000, and 2,000 were

randomly selected with replacement from each
group of vectors. That is, each group of items
was calibrated independently of the other two on
the specified sample sizes. Based on past success
with the OGIVIA program, the groups of items
were calibrated and the X2 goodness-of-fit tests
were examined for the exclusion of nonconform-

ing items. No items had to be excluded even at
the very extremes of the distribution or with the
smaller sample sizes.
Three item pools of 100, 200, and 300 were

then constructed by simply including the items
in the groups of 100 in which they were gen-
erated. This procedure assured that the distribu-
tion of b parameters remained uniform regard-
less of the pool used. Item pools of these sizes
were selected as appropriate for large-scale test-
ing as might be required for military selection
and classification.
In order to provide for comparisons with other

studies of item parameter estimation (Ree &

Jensen, 1979; Urry, 1976), two indexes of estima-
tion success-the correlation between the esti-
mated and true parameters and the Root Mean
Squared Error (RMSE) of the estimate-as well
as descriptive statistics, were computed.

The Maximum Information Adaptive Test and
the Conventional Test

The adaptive test. The maximum likelihood

procedure was similar to those proposed by Lord
(1976) and by Samejima (1975). Item selection
was based on choosing the item with the highest
information value (Birnbaum, 1968) at the cur-
rent estimate of 0, and ability was estimated by
maximum likelihood.

All simulees entered the item pool with an ini-
tial estimate of 0 at the mean of the ability distri-
bution. Because the maximum likelihood ability
estimation procedure requires at least one item
answered correctly and one item answered incor-
rectly, the Bayesian ability estimation procedure
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(Owen, 1969) was used until this condition was
satisfied. Also, nonconvergences in the maxi-
mum likelihood estimation and extreme esti-
mates in the Bayesian procedures were assigned
either 6 values of +5.00 or -5.00. All tests were
of fixed length, but because variable-length tests
are of interest, six tests of different lengths were
administered for each condition to each simulee.
These lengths were 10, 15, 20, 25, 30, and 35
items, and the tests were all administered to 500
simulees randomly generated from the unit
normal distribution (9 = -.011,08 = .999).
Two sets of item parameters were always used

during each adaptive test administration. The
true a, b, and c parameters were used to gen-
erate item responses in the same manner as ref-
erenced earlier, and estimated item parameters
(a, b, c) were used to estimate ability (9) and to
compute estimated item information (I) for use
in item selection.
Several indices were computed, including aver-

age estimated 0; the average algebraic difference
between 8 and 6, which is often called bias; the
average absolute difference between 0 and 6;
and the correlation between 0 and 9. These were
denoted by 0, 0 - 6, ~9 - 0), and r8 e, respective-
ly. -The 9 and 9 - 9 were computed to investigate
constant over- or underestimation, while r8 8 is-
dicates, in general, how well 6 reproduces 0. Of
all the indices computed, it is the most easily dis-
torted by artifact. Simply raising or lowering the
artificial nonconvergence values, which were set
at ±5.0, alters the observed correlations. Be-
cause of this. the average absolute difference be-
tween 0 and 6 was also computed. This index,
~6 - 9j, provides a measure of the magnitude of
the error that might be expected during test ad-
ministration.
The conventional test. A conventional test

(CT) of equal length to the adaptive tests was
simulated for each simulee. Items were selected
for the CT by starting with the item at the center
of the pool (b = 0.0) and by moving up and down
alternately to the next items. For example, a
seven-item test would have items with the follow-

ing b values: 0.0, .04, -.04, .08, -.08, .12, -.12.

The longest CT had b values from -.70 to +.70
and varied a and c values representative of the
item pool. Item responses were based on the true
a, b, and c parameters, and CT scores were the
sum of 1 or 0 item responses. No other ability es-
timates were made for the CT. The CT provided
a base line for comparison of current practices
with advanced adaptive testing techniques. For
comparative purposes, the correlation between 0
and the number-right (NR) score of the CT was
computed. This value is not influenced by the
potential artifactual distortion of r~ 9’ The correla-
tion between 9 and the NR score did not make
use of estimated item parameters and always
used exactly the same items, whether in the 100,
200, or 300 item pool.

Results

Item Calibration

Table 1 provides the descriptive statistics of
the true parameters, the parameters estimated
on all samples, the intercorrelations between the
true and estimated parameters, and root mean
square error (RMSE) between true and
estimated parameters. The results of the calibra-
tion were as expected and were consistent with
past findings (Ree, 1979a; Ree & Jensen, 1979;
Urry, 1976). Note that both the RMSE and cor-
relational values were substantially the same for
the three item pools, indicating, as do the pa-
rameter means and standard deviations across
the item pools, the similarity of items in the
three pools.

Maximum Information Adaptive Test

Tables 2, 3, and 4 present the results of the
adaptive testing simulation. In all cases, correla-
tions between 0 and I increased (1) with increas-
ing calibration sample size and (2) when a larger
number of items was administered. The same

may be observed in the measure of average ab-
solute deviation of 0 from 6.
Table 3 presents the correlation between 0 and

the NR score on the CT. Although they are pre-
sented in the table for the pool of 200 items in
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Table 1
Descriptive Statistics of True and Estimated ICC Parameters,
Their Intercorrelations, and RMSE

the rows for the calibration sample of 2,000 sub-
jects, they would be equally appropriate placed
alongside the other calibration sample sizes and

in the other item-pool-size tables. This is be-
cause exactly the same items were administered
each time a test of a particular length was re-
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Table 2
Means, Deviation Measures, and Correlations
- 

for a Pool of 100 Items -

quired. In all cases, the correlations between 0
and the scores on the CT were lower than the
correlations between e and 6 for equal length
adaptive tests.

Discussion

Item Calibration

The indexes provided for comparison must be
interpreted carefully. The correlation of a pa-
rameter and an estimate of that parameter
would be misleading if a constant bias were evi-
dent. RMSE was used to obtain a measure of
bias and variability; but as the two are con-

founded, care must be taken to interpret the cor-
relation and RMSE together. These two indexes
support the idea of reduction of error of estima-
tion with increasing sample size.

It is interesting to note that there was an in-
creasing mean difference (bias) between a and d
with increasing sample size, accompanied by a
reduction in RMSE with increasing sample size.
The same decline in RMSE was found for the b
and c parameters with increasing sample size
and generally reduced mean difference in larger
samples. The biased estimates of a did not seem
to overly affect estimates of 9 in longer adaptive
tests. This is consistent with past results (Ree,
1979b) but requires more exhaustive research.
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Table 3
Means, Deviation Measures, and Correlations

for a Pool of 200 Items

Maximum Information Adaptive Test
-z A

The values in columns 2 (0) and 4 (8-6) in
Tables 2, 3, and 4 indicate that maximum infor-
mation adaptive testing procedures tend toward
unbiasedness. Others (McBride, 1976; Maurelli,
1978) have found the same result with both simi-
lar and differing adaptive testing strategies. As
more items were administered, the measure of
bias, column 4, approached zero. The reduction
was not greatly affected by increasing the item
pool size. That may be because the smallest item
pool was sufficiently large for most applications.
However, it was affected by item calibration
sample size and number of items administered.
The lowest-hence, the least biased-values

were found in the 300-item pool calibrated on
2,000 subjects. _

The correlations of 9 with 6, as shown in col-
umn 5 of Tables 2 through 4, show an increas-
ing relationship with number of items in the
pool, number of items administered, and num-
ber of subjects in the item calibration sample.
The tabled values are all quite high, and, as
expected, the highest values observed were in the
300-item pool when the largest number of items
was administered. For comparative purposes,
the correlation between CT scores and 0 were

uniformly lower for each number of items ad-
ministered from 10 through 35.
The values in column 3 of Tables 2, 3, and 4

show the average absolute error of 6. This may
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Table 4
Means, Deviation Measures, and Correlations

for a Pool of 300 Items

be interpreted as the expected error involved in
estimation of 0 and is similar to the RMSE of 8

reported by Urry (1976). These values indicate
the magnitude of the average error that might be
expected in estimation of 0 during an adaptive
testing session. This would be important for
educational diagnosis or for personnel selection,
classification, and placement. Greater errors in
estimating ability would yield greater errors in
classification. The magnitude of the errors was
about as would be expected from past research,
even though past research used known item pa-
rameters. McBride (1976) computed the index
and found similar values but with a fully
Bayesian adaptive test using a &dquo;perfect&dquo; item
pool, item b parameters being defined as equal
to the 0 previously computed. In order to deter-

mine if the current values were in error, the
maximum likelihood program used in Koch and

Reckase (1979), SIM3P, was obtained, the index
( j9 - 9j) incorporated, and several known, not
estimated, data sets were run on both SIM3P
and the author’s procedure. SIM3P consistently
gave errors of slightly larger magnitude. This
might be attributed to the use of the different
item selection technique used prior to making
maximum likelihood ability estimates. SIM3P
uses a fixed step size whereas the procedure used
in this study (and Maurelli’s, 1978, study) uses a
Bayesian ability estimation technique until
maximum likelihood estimates can be made. It
was concluded that the magnitude of the errors
was a function of the estimated item parameters,
as intended in the study.
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The values for average absolute error de-
creased with sample size, with number of items
administered, and with addition of items to the
pool, up to 200. Unexpectedly there was little or
no decrease-and, in some instances, trivial in-
creases-in this index when the pool was in-
creased to 300 items. This is perhaps because
adequate coverage of the ability continuum was
achieved with 200 items; and adding items, in
effect, added error. That is, sufficient items were

always available to make good estimates with
low error when 200 items were in the pool. Care
must be taken not to generalize this to item
pools of different quality and with different dis-
tributions of estimated item parameters. The ef-
fects of item pool construction have been only
infrequently studied (Jensema, 1976), and not
with the average absolute deviation index. How-

ever, larger item pools, in general, produce
smaller error of ability estimation.

Clearly, the size of the item calibration sample
as well as the number of items administered has
been shown to be important to adaptive testing
outcomes. Additional research with smaller item

pools, ranging from about 25 to 100 (which
might be constructed for classroom use), is

needed. Also needed is research pertaining to
the effects of imperfect estimation of each item
parameter on the estimation of 0 during adap-
tive testing.

If an ordering of examinees is all that is re-
quired or if the relatively higher errors are not
important to the purpose, item pools of 100
items calibrated on a sample of 500 subjects will
produce high correlations, especially if 20 or
more items are administered. On the other

hand, if high accuracy of point estimate of abil-
ity is required, then larger item calibration

sample sizes and item pools are mandatory. It
may be concluded that item pool size and item
calibration sample size should be a function of
the use to which the scores will be put.
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