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1 Introduction

In a brilliant series of papers, A. D. Aleksandrov (1956,1957,1958a,1958b)

and Aleksandrov-Volkov (1958) introduced a re
ection method based upon
the Hopf boundary-point lemma and strong maximum principle. Aleksan-

drov used his method to show that for a general class of curvature functions,
any constant curvature hypersurface embedded in either Euclidean space,
hyperbolic space, or a hemisphere of the sphere, is a round sphere of codi-

mension one. J. Serrin (1971), by a beautiful application of the re
ection
method, proved that solutions to the Poisson equation on a domain with

over-determined boundary conditions must be a radial solution on the ball.

In a pair of fundamental papers, B. Gidas, W.-M. Ni, and L. Nirenberg

(1979,1981) proved symmetry of positive solutions to a class of nonlinear

second order spherically symmetric elliptic equations.

In each of the above papers, the proof is based upon Aleksandrov's

method of re
ecting the solution about a moving plane. In this paper, the

�rst in a series, we introduce a new variation of the re
ection method. Instead

of re
ecting a �xed solution about a moving plane, we re
ect a one-parameter

�To appear in Calculus of Variations and Partial Di�erential Equations
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family of solutions about a �xed plane. This method applies to certain non-

linear parabolic and elliptic partial di�erential equations of second order.

The major hypothesis on the non-linear partial di�erential equation is anal-

ogous to assuming that at most one eigenvalue is negative, in the linear case.

In particular, we shall show that solutions to a class of parabolic equations

on the n-sphere and the n-ball with arbitrary initial data remain a bounded

distance from symmetry. This holds even for equations where the solution

may blow up in �nite time. In the parabolic case, our method relies only on

the weak maximum principle. On the n-sphere, this allows us to consider

degenerate parabolic equations of the form (see equation (37))

ut = G(rru+ cug; u; t);

where G is a Lipschitz continuous function, nonincreasing in the second vari-

able, and c � 1 (see section 3).
In section 2 we prove that solutions on S1 � [0; T ) to the equation (see

equation (7))

ut = G(uxx + u);

where G : RI ! RI is monotone increasing, satisfy the same gradient bound
at each time t < T as the initial data. As a consequence, solutions have

bounded oscillation over the circle, independent of time. In section 3 we
consider parabolic equations on the n-sphere and generalize the results of the
previous section. The results we prove are related to estimates for convex

hypersurfaces expanding by curvature-dependent normal vector �elds, which
shall be discussed in Chow-Tsai (1994a,b). In section 4 we consider parabolic

equations on the n-ball and prove that solutions have bounded oscillation on
(n-1)-spheres. We also obtain a uniform gradient estimate in the spherical

directions.

In the second paper of this series (1994a), we shall extend the methods of

this paper to, for example, a fully nonlinear degenerate parabolic equation
on a Riemannian manifold with one isometric re
ection. We will obtain

results analogous to (and more general than) Theorem 4.1, implying bounds

on the oscillation of a solution on each orbit, which now consists of only

two points. We shall also derive estimates on second derivatives for such

equations, under an additional hypothesis on the right-hand side. In the
third paper of this series (1994b), we shall treat embedded hypersurfaces

in RI n+1 which 
ow according to a function of curvatures. The re
ection
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method becomes re
ection of RI n+1 in hyperplanes, more closely analogous

to Aleksandrov (1957). For an expanding hypersurface, our results imply

convergence after rescaling to the round sphere, provided the solution exists

until the hypersurface expands to in�nity. In the convex case, the support

function u : Sn ! RI satis�es equation (37) with c = 1, and the analogy with

the present part becomes an equivalence. In (1994c) we consider the elliptic

analogues of the results in this paper. In particular, we prove that solutions

to certain elliptic equations on the n-sphere are a�ne functions. This result

is analogous to the parabolic result of section 3 and generalizes Aleksandrov's

theorem concerning embedded hypersurfaces with constant curvature in the

special case of convex hypersurfaces, described in terms of the Minkowski
support function. We will also treat the case of embedded hypersurfaces,

yielding a full generalization of Aleksandrov's theorem.

2 The equation ut = G(uxx + u) on the circle

In this section we consider certain nonlinear parabolic equations on the circle.

We shall generalize the results of this section to the n-sphere in the next
section. We �rst consider the case of the circle to illustrate the main ideas

with a minimum of technical complexity.
Recall the heat equation on the unit circle. Let v : S1� RI + ! RI be the

solution to

vt = vxx in S1 � RI + (1)

vjt=0 = vo; (2)

where vo : S1 ! RI is a Lipschitz function. Here we consider S1 as the

quotient RI =2� ZZ . It is well known, and can be easily proved using Fourier

series, that there exists a constant C > 0 depending only on vo such that

max
x2S1

v(x; t)� min
x2S1

v(x; t) � Ce�t; (3)

for all t � 0. If we de�ne u(x; t) = etv(x; t), then

ut = uxx + u in S1 � RI + (4)

ujt=0 = uo; (5)
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where uo = vo. Inequality (3) becomes

max
x2S1

u(x; t)� min
x2S1

u(x; t) � C; (6)

for all t � 0.

The �rst application of our version of the Aleksandrov re
ection method

will be to prove that inequality (6) holds for solutions of nonlinear parabolic

equations of the form

ut = G(uxx + u) in S1 � [0; T ) (7)

ujt=0 = uo; (8)

where G : RI ! RI is a nondecreasing function and 0 < T � 1. Given

u : S1 � [0; T )! RI , we de�ne

=(u) = fuxx(x; t) + u(x; t)j(x; t) 2 S1 � [0; T )g: (9)

Theorem 2.1 Let u 2 C2(S1 � [0; T )) be a solution to equation (7)-(8),

where Gj=(u) is a nondecreasing, uniformly Lipschitz function and uo is a

Lipschitz function. Then there exists a constant � � 0 depending only on uo
such that

ju(x1; t)� u(x2; t)j � �

����sin
�
x1 � x2

2

����� ; (10)

for all x1; x2 2 S1 = RI =2�Z and t 2 [0; T ). More precisely, the Euclidean

Lipschitz constant

max
x1 6=x2

u(x1; t)� u(x2; t)

j sin((x1 � x2)=2)j
(11)

is a nonincreasing function of t 2 [0; T ).

Remark. If f : [0; T ) ! RI satis�es the ordinary di�erential equation
_f(t) = G(f(t)), then

u(x; t) = f(t) + a cos x+ b sin x; (12)

where a and b are constants, is a solution to (7). Since the oscillation of u is

constant in time, Theorem 2.1 is sharp.

The proof of Theorem 2.1 depends on the following.
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Lemma 2.2 (i) Given any Lipschitz function uo : S1 ! RI , there exists

� 2 RI such that

uo(� � x) + � cos x � uo(x); (13)

for all ��=2 � x � �=2.

(ii) If u : S1 � [0; T ) ! RI satis�es the hypotheses of Theorem 2.1, and

if also (13) holds for some � 2 RI , then

u(� � x; t) + � cos x � u(x; t); (14)

for all ��=2 � x � �=2 and t 2 [0; T ).

Proof. (i) De�ne wo(x) = uo(x)�uo(��x). Then wo is a Lipschitz function on

the half-circle S1
+ = fx 2 S1j��=2 � x � �=2g with wo(��=2) = wo(�=2) =

0. This implies that there exists a � 2 RI such that � cosx � wo(x) for all
x 2 S1

+. Part (i) follows.

(ii) The idea is that if we re
ect the solution u and add to it a large
constant multiple of cos x, we then obtain a new solution which by the weak

maximum principle is greater than u on the half-circle. Given � 2 RI as in
part (i), de�ne u�(x; t) = u(� � x; t) + � cos x. Then u� is a solution to (7)
with initial condition

u�jt=0 = u�o ; (15)

where u�o : S
1 ! RI is given by

u�o(x) = uo(� � x) + � cos x; x 2 S1: (16)

Since both u� and u are solutions to (7) and u�o � uo on S1
+, we compute

that their di�erence u� � u is a solution to the equation

(u� � u)t = H(u�xx + u�; uxx + u)
�
(u� � u)xx + u� � u

�
; (17)

(u� � u)jt=0 = u�o � uo � 0; (18)

where H : RI � RI ! RI is de�ned by

H(v; w) =

8>>><
>>>:

G(w)�G(v)

w � v
if v 6= w

0 if v = w

: (19)
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Since Gj= is nondecreasing and uniformly Lipschitz, Hj=�= is a nonnegative

bounded function. Moreover, (u�xx+u�; uxx+u) 2 =�=. Hence, by the weak

maximum principle for parabolic equations of second order, we conclude that

u� � u � 0 in S1
+ � [0; T ). Part (ii) follows.

Remark. The weak maximum principle is often stated for strictly parabolic

equations; however, the standard proof holds for degenerate parabolic equa-

tions. See, for example, the proof in Hamilton (1975), pp.101-2, or the proof

of Theorem 3.1 below.

Proof of Theorem 2.1. Given � 2 S1, de�ne u� 2 C2(S1 � [0; T )) by

u�(y; t) = u(y �
�

2
+ �; t); (20)

for y 2 S1, t 2 [0; T ). Clearly, the rotated function u� is a solution to

equation (7). Hence, by Lemma 2.2 there exists �(�) such that

u�(� � y; t) + �(�) cos y � u�(y; t); (21)

for all y 2 [��=2; �=2], t 2 [0; T ). Setting x = y � �=2 + �, we obtain for all
� 2 S1

u(2� � x; t) + �(�) sin(� � x) � u(x; t); (22)

for all x 2 [� � �; �], t 2 [0; T ). Because the circle is compact, we may take
�(�) independent of �. Setting x = x1 and � = (x1+x2)=2, we conclude that
there exists � � 0 depending only on uo, such that

u(x2; t) + � sin

�
x2 � x1

2

�
� u(x1; t); (23)

for all x1; x2 2 S1, t 2 [0; T ). Switching x1 and x2 in (23) implies inequal-
ity (10). The proof of the theorem is complete.

Remark. We only need G to be de�ned on the set =(u).

As an immediate consequence of Theorem 2.1 we have the following gra-
dient estimate for u.
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Corollary 2.3 Suppose u : S1 � [0; T ) ! RI satis�es the hypotheses of

Theorem 2.1 and let � � 0 be the constant given in the conclusion of Theorem

2.1. Then

juxj � �=2 in S1 � (0; T ): (24)

Proof. Since j sinxj � jxj, Theorem 2.1 implies the Lipschitz estimate

ju(x1; t)� u(x2; t)j

jx1 � x2j
� �=2; (25)

for all x1; x2 2 S1, x1 6= x2, t 2 [0; T ). Since u 2 C1 for t > 0, the corollary
follows.

The re
ection method may also be used to obtain estimates for certain
higher derivatives of the solution u to equation (7). For example, suppose

that G : RI + ! RI + is an increasing C1-di�eomorphism. We de�ne

v = G(uxx + u); (26)

and compute that
vt = G0 �G�1(v)(vxx + v): (27)

By the weak maximum principle, if vjt=0 � c > 0, then v � c for all t 2 [0; T ).

Moreover, we can apply the re
ection method to equation (27) under certain
hypotheses on G. In fact, we consider equations of the more general form

ut = H(u)(uxx + u) in S1 � [0; T ) (28)

ujt=0 = uo: (29)

Let � = infS1�[0;T ) u. Analogous to Theorem 2.1, we have the following.

Theorem 2.4 Let u 2 C2(S1 � [0; T )) be a solution to equation (28)-(29),

where Hj[�;1) is a nonnegative, nonincreasing function and uo is a Lipschitz

function. Then there exists a constant � � 0 depending only on uo such that

ju(x1; t)� u(x2; t)j � �

����sin
�
x1 � x2

2

����� ; (30)

for all x1; x2 2 S1 and t 2 [0; T ).
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We omit the proof, which is analogous to that of Theorem 2.1, since in section

3 we shall consider a generalization of both Theorems 2.1 and 2.4 to the n-

sphere. In the second paper of this series, we also consider applications to

estimates for certain higher derivatives of the solution. In the case of the

circle, we have

Corollary 2.5 Let u 2 C4(S1�[0; T )) be a solution to (7)-(8). Suppose G 2

C1([ao; a1]), G
0 > 0 and G0 nonincreasing on [ao; a1], where ao = min(uxx+u)

and a1 = max(uxx+u) over S1� [0; T ). Also assume uo has Lipschitz second

derivatives on S1. If v is given by (26), then there is a constant � � 0,
depending only on uo, such that

jvx(x; t)j � � (31)

for all x 2 S1 and t 2 [0; T ).

As a consequence, if G0 � � > 0, then

juxxxj � �=� (32)

and hence

k ux(�; t) kC2(S1)� C; (33)

for all t 2 [0; T ), where C depends only on uo and �.

See Chow and Tsai (1994) for second-derivative estimates under the hy-

potheses of Theorem 2.1, and for applications to curves expanding by func-
tions of curvature.

Example. Let G(x) = xp, for x > 0, where p > 0. By (27), v = (uxx + u)p

satis�es

vt = pv1�1=p(vxx + v): (34)

Applying the weak maximum principle to (34) yields: if (uo)xx+uo > 0, then

uxx+u > 0 on S1� [0; T ). This implies =(u) � RI +. Since G is an increasing

function on RI +, the hypothesis of Theorem 2.1 is satis�ed, and hence the

oscillation of u remains bounded, even though u may blow up in �nite time
if p > 1. Moreover, if 0 < p � 1, then G0 is a nonincreasing function and the
hypothesis of Corollary 2.5 is satis�ed; thus for all 0 < t < 1, vx remains

bounded although u may be unbounded. Compare Urbas (1991).
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3 Nonlinear parabolic equations on Sn

In this section we consider generalizations to higher dimensions of the es-

timates we obtained for solutions to either (7)-(8) or (28)-(29) on the unit

circle. Let (Sn; g) denote the unit n-sphere with the standard metric, r the

covariant derivative acting on tensors, and S2T �Sn the bundle of symmetric

covariant 2-tensors on Sn. Let

G : S2T �Sn � RI � [0; T )! RI (35)

be a function invariant under re
ection. That is, for any re
ection � : Sn !

Sn, we have
G(���; v; t) = G(�; v; t); (36)

for all � 2 S2T �Sn, v 2 RI , t 2 [0; T ).

Remark. Since the group of isometries O(n + 1) of Sn is generated by re-

ections, (36) holds for any isometry � of Sn. The action of the isometry

group O(n + 1) of Sn on S2T �Sn identi�es the �bers of S2T �Sn up to the
action of O(n) on each �ber. Given a point x 2 Sn, we may consider G as a

function on S2T �Sn
x � RI � [0; T ). By the invariance of G under isometries,

G is invariant under the action of O(n) on S2T �Sn
x , G depends only on the

eigenvalues of � w.r.t. g, and G is independent of x.

We shall consider nonlinear parabolic equations of the form

ut = G(rru+ cug; u; t) in Sn � [0; T ) (37)

ujt=0 = uo; (38)

where c � 1 is a constant. Equation (37)-(38) is a generalization to higher di-

mensions of both equations (7)-(8) and (28)-(29). As in the previous section,

we assume a monotonicity condition on G. Let


max(t) = max
y2Sn; jY j=1

(rru+ cug)(y; t)(Y; Y ); (39)

and similarly 
min(t). Given �; � 2 S2T �Sn, the inequality � � � means

� � � is positive semi-de�nite. Analogous to de�nition (9), given � 2 RI +,

we de�ne

=�(u) = f(�; v; t) 2 S2T �Sn � RI � [0; T )jmin
Sn

u(t) � v � max
Sn

u(t);

(
min(t)�maxfc; 0g�)g � � � 
max(t)gg: (40)
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We shall suppose that for all (�; v; t); (�; w; t) 2 =�(u) such that � � � and

v � w, we have

G(�; v; t) � G(�; w; t): (41)

Remark. The condition that G is nondecreasing in the �rst variable may be

taken as a de�nition of degenerate parabolicity of equation (37).

Theorem 3.1 Let u 2 C2(Sn�[0; T )) be a solution to (37)-(38), where c � 1

is a constant and uo is a Lipschitz function. Suppose that Gj=�(u) satis�es

the above conditions (36) and (41), for some � > 0. Moreover, if c > 0

assume that Gj=�(u) is uniformly Lipschitz continuous in the �rst variable,

in the direction of g; that is, there exists a constant C > 0 such that for all

(�; v; t) 2 =�(u) and a 2 RI + with (� + ag; v; t) 2 =�(u),

G(�+ ag; v; t)�G(�; v; t)

a
� C: (42)

Then

(i) given any unit vector � 2 Sn, there exists �(�) 2 RI + depending only

on � and uo (e.g., independent of G) such that

u(x� 2hx; �i�; t) + �(�)hx; �i � u(x; t); (43)

for all (x; t) 2 Sn
+ � [0; T ), where Sn

+ = Sn
+(�) = fx 2 Snjhx; �i � 0g.

(ii) There exists � 2 RI + depending only on uo such that

ju(x1; t)� u(x2; t)j � � sin

 
distSn(x1; x2)

2

!
; (44)

for all x1; x2 2 Sn, t 2 [0; T ).

(iii) For all t 2 [0; T ) we have

max
x2Sn

u(x; t)� min
x2Sn

u(x; t) � �: (45)

(iv) For all x 2 Sn and t 2 (0; T )

jru(x; t)j � �=2; (46)

where in parts (iii) and (iv), � is the constant given in part (ii).
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Remark. Theorem 2.1 is the special case of Theorem 3.1 where n = 1, c = 1,

and G is independent of the second and third variables. Theorem 2.4 is the

special case c = 1, n = 1 with G(�; v; t) = H(v)�.

Proof. The proof is analogous to the proof of Theorem 2.1: we re
ect the

solution u and add to it a large constant multiple of a �rst eigenfunction of

the Laplacian to obtain a supersolution to (37), which by an application of

the weak maximum principle is greater than u in a hemisphere.

(i) Given � 2 Sn and � 2 RI , de�ne x� = x� 2hx; �i� and

u�(x; t) = u(x�; t) + �hx; �i: (47)

Clearly u� = u on @Sn
+ � [0; T ). Let u�o = u�jt=0; as in Lemma 2.2 (i), since

uo is Lipschitz continuous, there exists �(�) 2 RI + depending only on � and
uo such that

u�(�)o (x) � uo(x); (48)

for all x 2 Sn
+.

Claim. For � > 0 as in the hypothesis of the theorem, u�(�) is a super-
solution of (37) in (Sn

+ � [0; T )) \ f�� � u�(�) � u � 0g \ fr2u�(�) � r2ug;
that is,

u
�(�)
t (x; t) � G

�
(rru�(�) + cu�(�)g)(x; t); u�(�)(x; t); t

�
; (49)

for all (x; t) 2 Sn
+ � [0; T ) such that �� � u�(�)(x; t) � u(x; t) � 0 and

r2u�(�)(x; t) � r2u(x; t).

Proof of claim. Let '(x) = hx; �i. Then ' is a linear function restricted
to Sn. This implies

rr'+ 'g = 0: (50)

De�ne u�(x; t) = u(x�; t). Since Gj=�(u) is invariant under re
ection (condi-

tion (36)), one obtains that u� is a solution to (37). Therefore

u
�(�)
t = u�t = G(r2u� + cu�g; u�; t) (51)

= G(r2u�(�) + cu�(�)g + �(�)(1� c)'g; u�(�) � �(�)'; t);

in Sn � [0; T ). Since �(�)(1� c)'g � 0 and ��(�)' � 0 in S+, provided we

can show that at points (x; t) where �� � u�(�) � u � 0 and r2u�(�) � r2u

11



the elements !1 = (r2u� + cu�g; u�; t) and !2 = (r2u�(�) + cu�(�)g; u�(�); t)

are in =�(u), we may apply the monotonicity condition (41) to (51) to obtain

u
�(�)
t � G(rru�(�) + cu�(�)g; u�(�); t); (52)

in (Sn
+ � [0; T )) \ f�� � u�(�) � u � 0g \ fr2u�(�) � r2ug, as claimed.

We now show that !1; !2 2 =�(u). First, since �(�) � 0 and u�(�) � u,

we have minSn u(t) � u� � u�(�) � u � maxSn u(t). Second, since r
2u�(�) �

r2u, we have


max(t)g � r2u� + cu�g � r2u�(�) + cu�(�)g � r2u+ cu�(�)g: (53)

If c � 0, then
r2u+ cu�(�)g � r2u+ cug � 
min(t)g: (54)

If c > 0, then

r2u+ cu�(�)g = r2u+ cug + c(u�(�) � u)g � (
min(t)� c�)g: (55)

In either case, we conclude that !1; !2 2 =�(u); this proves the claim.

Remark. If c = 1, then using r2u�(�) + u�(�)g = r2u� + u�g one can show
that u�(�) is a super-solution in (Sn

+� [0; T ))\ fu�(�) � ug, even for � = 0 in

the hypothesis of the theorem.

Proof of Theorem 3.1, continued. We now apply weak maximum principle-
type arguments to the di�erence of u and u�(�). Given A 2 RI +, de�ne

w(x; t) = e�At(u�(�)(x; t)� u(x; t)): (56)

Subtracting (37) from (49) we obtain that at points in Sn
+ � [0; T ) where

�� � u�(�) � u � 0 and r2u�(�) � r2u,

wt � �Aw + e�At
�
G(rru�(�) + cu�(�)g; u�(�); t)�G(rru+ cug; u; t)

�
:

(57)

We prove the theorem by contradiction. Suppose that w is negative some-
where. Since w is continuous, there exists a point (xo; to) 2 int(Sn

+)� (0; T )

such that

��e�At � min
Sn
+
�[0;to]

w = w(xo; to) < 0: (58)
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At (xo; to), we also have wt � 0 and rrw � 0 (i.e., positive semi-de�nite).

This implies

�� � u�(�)(xo; to)� u(xo; to) < 0 (59)

and

rru�(�)(xo; to) � rru(xo; to): (60)

Hence (57) holds at (xo; to). Applying the inequality wt(xo; to) � 0 to (57)

yields, at (xo; to),

0 > AeAtw � G(rru�(�) + cu�(�)g; u�(�); t)�G(rru+ cug; u; t): (61)

If the hypothesis of the monotonicity condition (41) holds, we may apply it
to (61) while using inequalities (59) and (60) to obtain, at (xo; to),

0 > AeAtw � G(rru+ cu�(�)g; u; t)�G(rru+ cug; u; t): (62)

Since we have already shown at (xo; to), !2 = (rru�(�) + cu�(�)g; u�(�); t) 2
=�(u), we only need to check that at (xo; to), !3 := (rru + cu�(�)g; u; t) 2
=�(u). However, this follows from inequalities (54) and (55).

We now consider inequality (62) in two cases and obtain a contradiction
in both cases.

Case 1). c � 0: Since cu�(�) � cu, by applying the monotonicity condi-
tion to (62), we have

0 > AeAtw � 0; (63)

a contradiction.

Case 2). c > 0: Applying the Lipschitz hypothesis (42) to (62) implies

that there exists a constant C > 0 such that, at (xo; to)

0 > AeAtw � Cc(u�(�) � u) = CceAtw: (64)

However, we have the freedom to choose A arbitrary large. In particular, if

we choose A > Cc, then we obtain a contradiction. This completes the proof
of part (i).

(ii) Given points x1; x2 2 Sn with x1 6= x2, let

� =
x2 � x1

jx1 � x2j
and x = x2: (65)
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Then x� 2hx; �i� = x1 and by part (i),

u(x1; t) + �hx; �i � u(x2; t); (66)

where � 2 RI + may be taken independent of � by the compactness of Sn.

We have

hx; �i =
1� hx2; x1i

jx1 � x2j
=

1

2
jx1 � x2j: (67)

Let � denote the angle formed by x1 and x2. Then � = distSn(x1; x2) is the

spherical distance between x1 and x2. By elementary trigonometry, we also

have sin(�=2) = jx1 � x2j=2. Therefore

hx; �i =
jx1 � x2j

2
= sin

 
distSn(x1; x2)

2

!
; (68)

and part (ii) follows from (66), (68), and then switching x1 and x2.

(iii) follows from taking x1 and x2 to be the points where u attains its
maximum and minimum at time t, respectively.

(iv) From (ii) we have the Lipschitz estimate

ju(x1; t)� u(x2; t)j

distSn(x1; x2)
� �=2: (69)

Since u 2 C1 for t > 0, this implies (iv), and the proof of the theorem is

complete.

Remark. In (1994b) we shall consider examples of functions G to which

Theorem 3.1 may be applied in the setting of hypersurfaces expanding by
curvature-dependent normal vector �elds.

4 Nonlinear parabolic equations in the ball

In this section we consider certain nonlinear second-order parabolic equations
in the ball in Euclidean n-space. The results we prove are analogous to the

results of the previous section for the sphere. However, unlike the sphere,

14



the isometry group of the n-ball does not act transitively, since the orbits are

(n-1)-spheres. We shall show that the solutions of the parabolic equations

we consider have bounded oscillation on (n-1)-spheres. That is, solutions

remain a bounded distance from spherical symmetry. In (1994a) we treat

more general spherically symmetric equations with non-symmetric boundary

data.

Let B = BR(0) denote the ball of radius R centered at the origin. Let

G : RI � RI � [0; R]� [0; T )! RI ; (70)

and consider the equation

ut = G(�u+ cu; u; jxj; t) in B � [0; T ) (71)

ujt=0 = uo (72)

u(x; t) = h(t) on @B � [0; T ); (73)

where h : [0; T ) ! RI , c is a constant, and uo 2 C1;1(B). We shall assume
the following monotonicity condition on G. Let


max(r; t) = sup
Sn�1(r)�ftg

(�u+ cu); (74)

and similarly 
min(r; t). Given � 2 RI +, let

=�(u) = f(v; w; r; t) 2 RI � RI � [0; R]� [0; T )j


min(r; t)�maxfc; 0g� � v � 
max(r; t); (75)

min
Sn�1(r)

u(t) � w � max
Sn�1(r)

u(t)g:

For all (v1; w1; r; t); (v2; w2; r; t) 2 =�(u) with v1 � v2 and w1 � w2, we assume
that

G(v1; w1; r; t) � G(v2; w2; r; t): (76)

Let �2 = �2(B) denote the second eigenvalue of the Laplacian on B with

Dirichlet boundary values. Corresponding to every � 2 Sn�1 we have a
second eigenfunction for the Laplacian

'2(x) = f(jxj)h
x

jxj
; �i; (77)
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where f : [0; R]! RI + is the solution to the ordinary di�erential equation

r2f 00(r) + (n� 1)rf 0(r) +
�
�2r

2 � (n� 1)
�
f(r) = 0; (78)

with boundary values

f(0) = f(R) = 0: (79)

We normalize the second eigenfunction by the condition maxr2[0;R] f(r) = 1

(or equivalently, maxB '2 = 1).

Remark. Suppose G depends only on the �rst variable, G(0) � 0 and

h(t) � 0. If c � �1(B), an application of the weak maximum principle
implies that solutions u to equation (71) are less than a constant multiple of
the �rst eigenfunction and hence uniformly bounded for all time. However,

when c > �1(B), solutions to (71) may blow up, even in �nite time. We shall
assume that c � �2(B).

Theorem 4.1 Let u : B � [0; T ) ! RI be a solution to (71)-(73) with uo 2

C1;1(B) and c � �2(B). Suppose that Gj=�(u) satis�es (76) for some � > 0.
Moreover, if c > 0 assume that Gj=�(u) is uniformly Lipschitz in the �rst

variable. Then

(i) for every � 2 Sn�1, there exists �(�) 2 RI + depending only on uo and

�, such that

u(x� 2hx; �i�; t) + �(�)f(jxj)h
x

jxj
; �i � u(x; t); (80)

for all x 2 B such that hx; �i � 0, and t 2 [0; T ).

(ii) There exists � � 0 depending only on uo, such that for every x1; x2 2

B with jx1j = jx2j = r 2 (0; R] and t 2 [0; T ), we have

ju(x1; t)� u(x2; t)j � �f(r) sin

 
distSn�1(r)(x1; x2)

2r

!
: (81)

(iii) For every r 2 [0; R], t 2 [0; T ),

max
x2Sn�1(r)

u(x; t)� min
x2Sn�1(r)

u(x; t) � �f(r): (82)
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(iv) For every r 2 (0; R], x 2 Sn�1(r), and t 2 (0; T ), we have

jrSn�1(r)u(x; t)j �
�

2r
f(r); (83)

where the constant � in parts (iii) and (iv) is the same � given by part (ii).

Proof. We follow the method of sections 2 and 3. Given � 2 Sn�1, recall that

the re
ected solution is given by u�(x; t) = u(x � 2hx; �i�; t). For � 2 RI ,

de�ne

u�(x; t) = u�(x; t) + �'2(x)

= u(x� 2hx; �i�; t) + �f(jxj)hx=jxj; �i: (84)

Let B+ = fx 2 Bjhx; �i � 0g. We �rst show the following.

Claim. There exists �(�) 2 RI + such that

u�(�)jt=0 � uo in B+: (85)

Proof of claim. Let u�o = u�jt=0. Since uo 2 C1;1(B), we also have u�o � uo 2

C1;1(B+). Moreover, u�o � uo = 0 on @B+. In particular, @=@r(u�o � uo) = 0
when hx; �i = 0. Hence, there exists a constant C such that

�����@u
�

o

@r
(x)�

@uo

@r
(x)

����� =
�����@uo@r

(x� 2hx; �i�)�
@uo

@r
(x)

����� � C

jxj
hx; �i; (86)

for all x 2 B+, and where @=@r =
Pn

i=1 x
i=jxj � @=@xi. Integrating the above

inequality along the line segment joining x and Rx=jxj, we obtain

uo(x)� u�o(x) � �
Z R

jxj

 
@uo

@r
(�x=jxj)�

@u�o
@r

(�x=jxj)

!
d�

�
C

jxj
hx; �i

Z R

jxj
d� =

C

jxj
(R � jxj)hx; �i; (87)

for x 2 B+. On the other hand, the Lipschitz bound on uo implies there

exists a constant C 0 such that

uo(x)� u�o(x) � C 0hx; �i; (88)
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in B+. However, there exists �(�) 2 RI + such that

�(�)
f(jxj)

jxj
� min

(
C

jxj
(R� jxj); C 0

)
: (89)

Combining (87), (88), and (89) implies

uo(x)� u�o(x) � �(�)
f(jxj)

jxj
hx; �i = �(�)'2(x); (90)

for x 2 B+, as claimed.

Proof of Theorem 4.1, continued. Since u� is a solution to (71), we have

u
�(�)
t = u�t = G(�u� + cu�; u�; jxj; t) (91)

= G(�u�(�) + cu�(�) + (�2 � c)�(�)'2; u
�(�) � �(�)'2; jxj; t):

Since (�2 � c)�(�)'2 � 0 and ��(�)'2 � 0 in B+, we may apply the mono-
tonicity condition (76) to (91) at points where �� � u�(�) � u � 0 and
�u�(�) � �u, to obtain

u
�(�)
t � G(�u�(�) + cu�(�); u�(�); jxj; t); (92)

for all (x; t) 2 B+ � [0; T ) \ f�� � u�(�) � u � 0g \ f�u�(�) � �ug.
Since u is a solution to (71) and u�(�) is a super-solution to (71) in

B+ � [0; T ) \ f�� � u�(�) � u � 0g \ f�u�(�) � �ug, with the boundary
inequalities u�(�)j@B+�[0;T ) = uj@B+�[0;T ) and u�(�)jt=0 � uo, by an application

of weak maximum principle-type arguments similar to that in Theorem 3.1,

using the monotonicity condition (and when c > 0, the uniform Lipschitz

condition) on G, we conclude that u�(�)(x; t) � u(x; t), for all x 2 B+ and

t 2 [0; T ). We leave the details, which are analogous to those in the proof

of Theorem 3.1, to the reader. This proves part (i). Likewise, we omit the
proofs of parts (ii)-(iv), which are analogous to the proofs of Theorem 3.1

(ii)-(iv).
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