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Abstract. The problem of �nding adapted solutions to systems of coupled linear forward-

backward stochastic di�erential equations (FBSDEs, for short) is investigated. A necessary

condition of solvability leads to a reduction of general linear FBSDEs to a special one. By

some ideas from controllability in control theory, using some functional analysis, we obtain

a necessary and su�cient condition for the solvability of the linear FBSDEs with the

processes Z (serves as a correction, see x1) being absent in the drift. Then a Riccati type

equation for matrix-valued (not necessarily square) functions is derived using the idea of

the Four-Step-Scheme (introduced in [11] for general FBSDEs). The solvability of such a

Riccati type equation is studied which leads to a representation of adapted solutions to

linear FBSDEs.
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x1. Introduction.

Let (
; P;F ; fFtgt�0;P) be a complete probability space on which de�ned a one

dimensional standard Brownian motion W (t), such that fFtgt�0 is the natural �ltration

generated by W (t), augmented by all the P-null sets in F . In this paper, we consider

the following system of coupled linear forward-backward stochastic di�erential equations
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(FBSDEs for short) on (
;F ; fFtgt�0;P):

(1:1)

8>>>>>>>>>><
>>>>>>>>>>:

dX(t) =
�
AX(t) +BY (t) +CZ(t) +Db(t)

	
dt

+
�
A1X(t) +B1Y (t) + C1Z(t) +D1�(t)

	
dW (t);

dY (t) =
� bAX(t) + bBY (t) + bCZ(t) + bDbb(t)	dt
+
� bA1X(t) + bB1Y (t) + bC1Z(t) + bD1b�(t)	dW (s);

X(0) = x; Y (T ) = GX(T ) + Fg:

In the above, A;B;C etc. are (deterministic) matrices of suitable sizes, b, �, bb and b� are

stochastic processes and g is a random variable. We are looking for fFtg-adapted processes

X(�), Y (�) and Z(�), valued in lRn, lRm and lR`, respectively, satisfying the above.

We see that (1.1) is a kind of two-point boundary value problem for a system of linear

stochastic di�erential equations. The key issue is that we want the processes X and Y

to be fFtg-adapted. This is by no means obviously possible since Y (T ) is given as an

FT -measurable random variable. Thanks to the introduction of the fFtg-adapted process

Z, one obtains an extra freedom, which makes it possible to �nd fFtg-adapted processes

(X;Y ) satisfying (1.1), under certain mild conditions. We see that Z serves as a correction.

If there only is the equation for Y (�) in (1.1) (with bA = bA1 = 0 and G = 0), we

have the so-called backward stochastic di�erential equation (BSDE, for short). The study

of such an equation can be traced back to Bismut [3] and the general solvability result

was obtained by Bensoussan [2] using the Martingale Representation Theorem. Nonlinear

BSDEs were studied by Pardoux and Peng [15] using the contraction mapping theorem.

For general nonlinear FBSDEs, one can �nd several works. Let us briey list them and

mention the methods used. See [8] for a survey of BSDEs. Antonelli used the contraction

mapping theorem to prove the solvability of FBSDEs in small time duration ([1]). See

[17] also. In [12], Ma and Yong proved the weak solvability of a class of FBSDEs over

any �nite time duration via the stochastic optimal control theory. Later, Ma, Protter

and Yong, inspired by [12], introduced the so-called Four-Step-Scheme ([11]) to obtain the

solvability of FBSDEs with deterministic coe�cients and with nondegenerate di�usion in

the forward equation. See also [7], [5] and [6] for related results. Further development

along this direction is still undergoing (see [13], [14]). In [9], Hu and Peng introduced the
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monotonicity condition, under which the FBSDEs can be solved. See [18] and [4] also. In

[20], Yong introduced the method of continuation and the concept of bridge to treat the

solvability of FBSDEs in a very general way. Pardoux and Tang studied the solvability

of FBSDEs under some structure conditions [16]. All the above-mentioned works gave

solvability for di�erent classes of FBSDEs. We point out that the general solvability

problem, however, is far away from completely solved.

In [20], among other things, this author studied a special class of linear FBSDEs via

which, together with the bridge technique, some new classes of solvable FBSDEs were

obtained. Inspired by this, in the present paper, we would like to study the solvability

of general linear FBSDEs. Due to the linearity of the equations, it is expected to obtain

relatively satisfactory solvability results than the general nonlinear situation. It is our hope

that via such a study, one might get some new classes of solvable FBSDEs by combining

the bridge technique introduced in [20].

In the �rst part of this paper, we present some necessary conditions for (1.1) to

be solvable. These will lead to some reductions of (1.1) to a (seemingly) special one.

Then for the reduced problem, we introduce two methods to study the solvability. Using

functional analysis together with some control theoretic idea, among other thing, we obtain

a necessary and su�cient conditions for the solvability of linear FBSDEs with the process Z

does not appear in the drift. This result extends the relevant one in [20]. Our result reveals

a signi�cant di�erence between the solvability of FBSDEs and two-point boundary value

problems for ordinary di�erential equations from the viewpoint of solvable time durations

(see x4 for details). Next, we use the idea of Four-Step-Scheme [11] to derive a Riccati type

di�erential equation for (m� n)-matrix valued functions and a backward SDE associated

with the reduced linear FBSDEs. It is shown that the solvability of such a Riccati type

equation gives the unique solvability of the linear FBSDEs and moreover, the adapted

solution is represented explicitly in terms of the solutions of the Riccati type equation and

the corresponding backward SDE. Thus, this method is more constructive. In the case

that Z does not appear in the drift, we obtain a necessary and su�cient condition for the

Riccati type equation to be solvable and explicitly construct the solution to this equation.

Finally, we extend our results to the case with multi-dimensional Brownian motion.

x2. A Necessary Condition for Solvability.

Let us introduce some notations.
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For any sub-�-�eld G of F , we denote L2G(
; lR
m) to be the set of all G-measurable

lRm-valued square-integrable random variables. Let L2F (0; T ; lR
n) be the set of all fFtg-

progressively measurable processes X(�) valued in lRn such that

Z T

0

EjX(t)j2dt <1:

Also, let L2F (
;C([0; T ]; lR
n)) be the set of all fFtg-progressively measurable continuous

processes X(�) valued in lRn, such that

E sup
t2[0;T ]

jX(t)j2 <1:

Further, we de�ne

(2:1) M[0; T ]
�
=L2F (
;C([0; T ]; lR

n)) � L2F(
;C([0; T ]; lR
m)) � L2F(0; T ; lR

`):

The norm of this space is de�ned by

(2:2)
k(X(�); Y (�); Z(�))k =

n
E sup

t2[0;T ]

jX(t)j2 +E sup
t2[0;T ]

jY (t)j2 +E

Z T

0

jZ(t)j2dt
o1=2

;

8(X(�); Y (�); Z(�)) 2 M[0; T ]:

Clearly, M[0; T ] is a Banach space under norm (2.2). Let us introduce the following

de�nition.

De�nition 2.1. A triple (X;Y;Z) 2 M[0; T ] is called an adapted solution of (1.1) if the

following holds for all t 2 [0; T ], almost surely:

(2:3)

8>>>>>>>>>>>><
>>>>>>>>>>>>:

X(t) = x +

Z t

0

�
AX(s) +BY (s) +CZ(s) +Db(s)

	
ds

+

Z t

0

�
A1X(s) +B1Y (s) + C1Z(s) +D1�(s)

	
dW (s);

Y (t) = GX(T ) + Fg �

Z T

t

� bAX(s) + bBY (s) + bCZ(s) + bDbb(s)	ds
�

Z T

t

� bA1X(s) + bB1Y (s) + bC1Z(s) + bD1b�(s)	dW (s):

When (1.1) admits an adapted solution, we say that (1.1) is solvable.
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In what follows, we will let

(2:4)

8>>>>>>>>>>>>><
>>>>>>>>>>>>>:

A;A1 2 lRn�n; B;B1 2 lRn�m; C;C1 2 lRn�`;

bA; bA1; G 2 lRm�n; bB; bB1 2 lRm�m; bC; bC1 2 lRm�`;

D 2 lRn��n; D1 2 lRn��n1; bD 2 lRm� �m; bD1 2 lRm� �m1 ; F 2 lRm�k;

b 2 L2F (0; T ; lR
�n); � 2 L2F(0; T ; lR

�n1);

bb 2 L2F (0; T ; lR �m); b� 2 L2F (0; T ; lR �m1);

g 2 L2FT
(
; lRk); x 2 lRn

:

Following result gives a necessary condition for (1.1) to be solvable.

Theorem 2.2. Suppose there exists a T > 0, such that for all b, �, bb, b�, g and x satisfying

(2.4), (1.1) admits an adapted solution (X;Y;Z) 2 M[0; T ]. Then,

(2:5) R( bC1 �GC1) � R(F ) +R( bD1) +R(GD1);

where R(S) is the range of operator S. In particular, if

(2:6) R(F ) +R( bD1) +R(GD1) = lRm;

then bC1 �GC1 2 lRm�` is onto and thus ` � m.

To prove the above result, we need the following lemma, which is interesting by itself.

Lemma 2.3. Suppose that for any �� 2 L2F (0; T ; lR
�k) and any g 2 L2FT

(
; lRk), there exist

h 2 L2F(0; T ; lR
m) and f 2 L2F(
;C([0; T ]; lR

m)), such that the following BSDE admits an

adapted solution (Y ;Z) 2 L2F(
;C([0; T ]; lR
m)) � L2F(0; T ; lR

`):

(2:7)

8<
:
dY (t) = h(t)dt+ [f(t) +C1Z(t) +D��(t)]dW (t); t 2 [0; T ];

Y (T ) = Fg;

where C1 2 lRm�` and D 2 lRm��k. Then,

(2:8) R(C1) � R(F ) +R(D):

Proof. Suppose (2.8) does not hold. Then, we can �nd an � 2 lRm, such that

(2:9) �TC1 = 0; but �TF 6= 0; or �TD 6= 0:
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Let �(t) = �TY (t). Then, �(�) satis�es

(2:10)

8<
:
d�(t) = �h(t)dt+ [ �f (t) + �TD��(t)]dW (t);

�(T ) = �TFg;

where �h(t) = �Th(t), �f (t) = �Tf(t). We claim that for some g and ��(�), (2.10) does

not admit an adapted solution �(�) for any �h 2 L2F(0; T ; lR) and
�f 2 L2F(
;C([0; T ]; lR)).

To show this, we construct a deterministic Lebesgue measurable function � satisfying the

following:

(2:11)

8<
:
�(s) = �1; 8s 2 [0; T ];

jfs 2 [Ti; T ]
�� �(s) = 1gj = jfs 2 [Ti; T ]

�� �(s) = �1gj =
T � Ti

2
; i � 1;

for a sequence Ti "T , where jf� � �gj stands for the Lebesgue measure of f� � �g. Such a

function exists by some elementary construction. Now, we separate two cases.

Case 1. �TF 6= 0. We may assume that jFT �j = 1.

Let us choose

(2:12) g =
�Z T

0

�(s)dW (s)
�
FT�; ��(t) � 0:

Then, by de�ning

(2:13) b�(t) = �Z t

0

�(s)dW (s)
�
FT �; t 2 [0; T ];

we have

(2:14)

8<
:
d[�(t)� b�(t)] = �h(t)dt + [ �f (t) � �(t)]dW (t);

�(T )� b�(T ) = 0:

Applying Itô's formula to j�(t)� b�(t)j2, we obtain

(2:15)

Ej�(t)� b�(t)j2 +E

Z T

t

j �f (s) � �(s)j2ds

= �2E

Z T

t

h �(s) � b�(s); �h(s) i ds
= 2E

Z T

t

h

Z T

s

�h(r)dr +

Z T

s

[ �f(r) � �(r)]dW (r); �h(s) i ds

= 2E

Z T

t

h

Z T

s

�h(r)dr; �h(s) i ds

= E

��� Z T

t

�h(s)ds
���2 � (T � t)

Z T

t

Ej�h(s)j2ds:
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Consequently, (note �h 2 L2G(0; T ; lR) and
�f 2 L2F(
;C([0; T ]; lR)))

(2:16)

E

Z T

t

j �f(T ) � �(s)j2ds � 2E

Z T

t

j �f (s) � �(s)j2ds+ 2E

Z T

t

j �f (T ) � �f(s)j2ds

� 2(T � t)

Z T

t

Ej�h(s)j2ds + 2E

Z T

t

j �f(T ) � �f (s)j2ds = o(T � t):

On the other hand, by the de�nition of �(�), we have

(2:17) E

Z T

Ti

j �f (T )� �(s)j2ds =
T � Ti

2

�
Ej �f(T ) � 1j2 +Ej �f(T ) + 1j2

�
; 8i � 1:

Clearly, (2.17) contradicts (2.16), which means �TF 6= 0 is not possible.

Case 2. �TF = 0 and �TD 6= 0. We may assume that jD
T
�j = 1.

In this case, we choose ��(t) = �(t)D
T
�. Thus, (2.10) becomes

(2:18)

(
d�(t) = �h(t)dt+ [ �f (t) + �(t)]dW (t); t 2 [0; T ];

�(T ) = 0:

Then, the argument used in Case 1 applies. Thus, �TD 6= 0 is impossible either. Hence,

(2.8) follows.

Proof of Theorem 2.2. Let (X;Y;Z) 2 M[0; T ] be an adapted solution of (1.1). Set

Y (t) = Y (t) �GX(t). Then, Y (�) satis�es the following backward SDE:

(2:19)

8>>>>>><
>>>>>>:

dY =
�
( bA �GA)X + ( bB �GB)Y + ( bC �GC)Z + bDbb �GDb

	
dt

+
�
( bA1 �GA1)X + ( bB1 �GB1)Y

+ ( bC1 �GC1)Z + bD1b� �GD1�
	
dW (t);

Y (T ) = Fg:

Denote

(2:20)

8<
:
h = ( bA �GA)X + ( bB �GB)Y + ( bC �GC)Z + bDbb �GDb;

f = ( bA1 �GA1)X + ( bB1 �GB1)Y:

We see that h 2 L2F(0; T ; lR
m) and f 2 L2F(
;C([0; T ]; lR

m)). One can rewrite (2.19) as

follows:

(2:21)

8<
:
dY = hdt+ ff + ( bC1 �GC1)Z + bD1b� �GD1�gdW (t);

Y (T ) = Fg:
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Then, by Lemma 2.3, we obtain (2.5). The �nal conclusion is obvious.

To conclude this section, let us present the following further result, for completeness

of the above technique.

Proposition 2.4. Suppose the assumption of Theorem 2.2 holds. For any b, �, bb, b�, g
and x satisfying (2.4), let (X;Y;Z) 2 M[0; T ] be an adapted solution of (1.1). Then, it

holds

(2:22) [ bA1 �GA1 + ( bB1 �GB1)G]X(T ) + ( bB1 �GB1)Fg 2 R( bC1 �GC1); a.s.

If, in addition, the following holds:

(2:23)

(
R(A +BG) +R(BF ) � R(D); R(A1 +B1G) +R(B1F ) � R(D1);

R( bA + bBG) +R( bBF ) � R( bD); R( bA1 + bB1G) +R( bB1F ) � R( bD1);

then

(2:24) R
� bA1 �GA1 + ( bB1 �GB1)G

�
+R

�
( bB1 �GB1)F

�
� R( bC1 �GC1):

Proof. Suppose � 2 lRm such that

(2:25) �T ( bC1 �GC1) = 0:

Then, by (2.5), one has

(2:26) �TF = 0; �T bD1 = 0; �TGD1 = 0:

Hence, from (2.21), we obtain

(2:27)

8<
:
d[�TY (t)] = �Th(t)dt + �Tf(t)dW (t); t 2 [0; T ];

�TY (T ) = 0:

Applying Itô's formula to j�TY (t)j2, we have (similar to (2.15))

(2:28)

Ej�TY (t)j2 +E

Z T

t

j�Tf(s)j2ds

= E

��� Z T

t

�Th(s)ds
���2 � (T � t)

Z T

t

Ej�Th(s)j2ds:
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Dividing both sides by T � t and then sending t! T , we obtain

(2:29) Ej�Tf(T )j2 = 0:

By (2.20), and the relation Y (T ) = GX(T ) + Fg, we obtain

(2:30) �T [ bA1 �GA1 + ( bB1 �GB1)G]X(T ) + �T ( bB1 �GB1)Fg = 0; a.s.

Thus, (2.22) follows. In the case (2.23) holds, for any x 2 lRn and g 2 lRm (deterministic),

by some choice of b, �, bb and b�, (1.1) admits an adapted solution (X;Y;Z) � (x;Gx+Fg; 0).

Then, (2.22) implies (2.24).

x3. Some Reductions.

In this section, we are going to make some reductions under condition (2.6). We note

that (2.6) is very general. It is true if, for example, F = I 2 lRm�m, which is the case

in many applications. Now, we assume (2.6). By Theorem 2.2, if we want (1.1) to be

solvable for all given data, we must have bC1 �GC1 to be onto (and thus ` �m). Thus, it

is reasonable to make the following assumption:

Assumption A. Let ` =m and bC1 �GC1 2 lRm�m be is invertible.

Let us make some reductions under Assumption A. Set Y = Y �GX. Then, Y (T ) =

Fg and (see (2.19))

(3:1)

dY = ( bAX + bBY + bCZ + bDbb)dt+ ( bA1X + bB1Y + bC1Z + bD1b�)dW
�G(AX +BY + CZ +Db)dt �G(A1X +B1Y + C1Z +D1�)dW

=
n� bA �GA+ ( bB �GB)G

�
X + ( bB �GB)Y + ( bC �GC)Z + bDbb�GDb

o
dt

+
n� bA1 �GA1 + ( bB1 �GB1)G

�
X + ( bB1 �GB1)Y

+ ( bC1 �GC1)Z + bD1b� �GD1�

o
dW:

De�ne

(3:2)
Z =

� bA1 �GA1 + ( bB1 �GB1)G
�
X + ( bB1 �GB1)Y

+ ( bC1 �GC1)Z + bD1b� �GD1�:
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Since ( bC1 �GC1) is invertible, we have

(3:3)
Z = ( bC1 �GC1)

�1
�
Z � [ bA1 �GA1 + ( bB1 �GB1)G

�
X

� ( bB1 �GB1)Y � ( bD1b� �GD1�)
	
:

Then, it follows that

(3:4)

8>>><
>>>:
dX =

�
AX +BY + C Z + b

�
dt+

�
A1X +B1Y + C1Z + �

�
dW;

dY =
�
A0X +B0Y + C0Z + h

�
dt+ ZdW;

X(0) = x; Y (T ) = Fg;

where

(3:5)

8>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>:

A = A +BG � C( bC1 �GC1)
�1[ bA1 �GA1 + ( bB1 �GB1)G];

B = B � C( bC1 �GC1)
�1( bB1 �GB1);

C = C( bC1 �GC1)
�1;

b = Db � C( bC1 �GC1)
�1( bD1b� �GD1�);

A1 = A1 +B1G� C1( bC1 �GC1)
�1[ bA1 �GA1 + ( bB1 �GB1)G];

B1 = B1 �C1( bC1 �GC1)
�1( bB1 �GB1);

C1 = C1( bC1 �GC1)
�1;

� = D1� � C1( bC1 �GC1)
�1( bD1b� �GD1�);

A0 = bA�GA+ ( bB �GB)G

� ( bC �GC)( bC1 �GC1)
�1[ bA1 �GA1 + ( bB1 �GB1)G];

B0 = bB �GB � ( bC �GC)( bC1 �GC1)
�1( bB1 �GB1);

C0 = ( bC �GC)( bC1 �GC1)
�1;

h = bDbb �GDb � ( bC �GC)( bC1 �GC1)
�1( bD1b� �GD1�):

The above tells us that under Assumption A, (1.1) and (3.4) are equivalent. Next, we

denote

(3:6)

8>><
>>:
A =

�
A B

A0 B0

�
; C =

�
C

C0

�
;

A1 =

�
A1 B1

0 0

�
; C1 =

�
C1

I

�
:
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Let 	(�) be the solution of the following:

(3:7)

8<
:
d	(t) = A	(t)dt +A1	(t)dW (t); t � 0;

	(0) = I:

Then, (3.4) is equivalent to the following: For some y 2 lRm,

(3:8)

�
X(t)

Y (t)

�
= 	(t)

�
x

y

�
+	(t)

Z t

0

	(s)�1
h
C Z(s) +

�
b(s)

h(s)

�i
ds

+	(t)

Z t

0

	(s)�1
h
C1Z(s) +

�
�(s)

0

�i
dW (s); t 2 [0; T ];

with the property that

(3:9)

Fg = (0; I)	(T )

�
x

y

�
+ (0; I)	(T )

Z T

0

	(s)�1
h
C Z(s) +

�
b(s)

h(s)

�i
ds

+ (0; I)	(T )

Z T

0

	(s)�1
h
C1Z(s) +

�
�(s)

0

�i
dW (s):

Clearly, (3.9) is equivalent to the following: For some y 2 lRm and Z(�) 2 L2F(0; T ; lR
m),

it holds

(3:10)

� � Fg � (0; I)	(T )

�
x

0

�
� (0; I)	(T )

Z T

0

	(s)�1
�
b(s)

h(s)

�
ds

� (0; I)	(T )

Z T

0

	(s)�1
�
�(s)

0

�
dW (s)

= (0; I)	(T )

�
0

y

�
+ (0; I)	(T )

Z T

0

	(s)�1C Z(s)ds

+ (0; I)	(T )

Z T

0

	(s)�1C1Z(s)dW (s):

Thus, if we can solve the following:

(3:11)

8><
>:
d

� eXeY
�
=
n
A

� eXeY
�
+ C eZodt+ n

A1

� eXeY
�
+ C1 eZodW;

eX(0) = 0; eY (T ) = �;

with � being given by (3.10), then for such a pair y � eY (0) and Z(�) � eZ(�), by setting

(X;Y ) as (3.8), we obtain an adapted solution (X;Y ;Z) 2 M[0; T ] of (3.4). The above

procedure is reversible. Thus, by the equivalence between (3.4) and (1.1), we actually

11



have the equivalence between the solvability of (1.1) and (3.11). Let us state this result as

follows.

Theorem 3.1. Let F = I 2 lRm�m and ` = m. Then, (1.1) is solvable for all b, �, bb, b�,
x and g satisfying (2.4) if and only if (3.11) is solvable for all � 2 L2FT

(
; lRm).

We note that by Theorem 2.2, F = I and ` = m imply Assumption A. Based on the

above reduction, in what follows, we concentrate on the following FBSDEs:

(3:12)

8>>><
>>>:
dX =

�
AX +BY + CZ

�
dt+

�
A1X +B1Y + C1Z

�
dW;

dY =
� bAX + bBY + bCZ�dt+ ZdW;

t 2 [0; T ];

X(0) = 0; Y (T ) = g:

Also, we will denote

(3:13)

8>><
>>:
A =

�
A BbA bB

�
; C =

�
CbC
�
;

A1 =

�
A1 B1

0 0

�
; C1 =

�
C1

I

�
:

and will let � be the solution of the following:

(3:14)

(
d�(t) = A�(t)dt+A1�(t)dW (t); t 2 [0; T ];

�(0) = I:

If we regard (X;Y ) as the state and Z as the control, (3.12) is called a (linear) stochastic

control system. Then, the solvability of (3.12) becomes the following controllability prob-

lem: For give g 2 L2FT
(
; lRm), �nd a control Z 2 L2F (0; T ; lR

m), such that some initial

state (X(0); Y (0)) 2 f0g� lRm can be steered to the �nal state (X(T ); Y (T )) 2 lRn�fgg.

This can be referred to as the controllability of the system (3.12) from f0g � lRm to

lRn�fgg. We note that g is an FT -measurable square integrable random � vector, and we

need exactly control Y (T ) to g. To the best knowledge of this author, such a controllability

problem has not been discussed in the literature.

x4. Solvability of Linear FBSDEs.

In this section, we are going to present some solvability results for linear FBSDEs

(3.12). The basic idea is adopted from the study of controllability in control theory. For

12



convenience, we denote hereafter that H = L2FT
(
; lRm) and H = L2F(0; T ; lR

m) (which

are Hilbert spaces to which the �nal datum g and the process Z(�) belong, respectively).

First of all, we recall that if � is the solution of (3.14), then, ��1 exists and it satis�es

the following linear SDE:

(4:1)

(
d��1 =

�
� ��1A+��1A1A1

�
dt� ��1A1dW (t); t � 0;

��1(0) = I:

Moreover, (X;Y;Z) 2 M[0; T ] is an adapted solution of (3.12) if and only if the following

variation of constant formula holds:

(4:2)

�
X(t)

Y (t)

�
= �(t)

�
0

y

�
+�(t)

Z t

0

�(s)�1CZ(s)ds

+�(t)

Z t

0

�(s)�1C1Z(s)dW (s); t 2 [0; T ];

for some y 2 lRm and with the property:

(4:3)

g = (0; I)
n
�(T )

�
0

y

�
+�(T )

Z T

0

�(s)�1CZ(s)ds

+�(T )

Z T

0

�(s)�1C1Z(s)dW (s)
o
:

Let us introduce an operator K : H ! H as follows:

(4:4) KZ = (0; I)
n
�(T )

Z T

0

�(s)�1CZ(s)ds +�(T )

Z T

0

�(s)�1C1Z(s)dW (s)
o
:

Then, for given g 2 H, �nding adapted solutions to (3.12) amounts to the following: Find

y 2 lRm and Z 2 H, such that

(4:5) g = (0; I)�(T )

�
0

I

�
y +KZ;

and de�ne (X;Y ) as in (4.2), then (X;Y;Z) 2 M[0; T ] is an adapted solution of (3.12).

Hence, the study of operators �(T ) and K is crucial to the solvability of linear FBSDEs

(3.12). We now make some investigations on �(�) and K. Let us �rst give the following

lemma.

13



Lemma 4.1. For any f 2 L1F(0; T ; lR
n+m) and h 2 L2F (0; T ; lR

n+m), it holds

(4:6)

8>>>>><
>>>>>:

E�(t) = eAt;

E

n
�(t)

Z t

0

�(s)�1f(s)ds
o
=

Z t

0

eA(t�s)Ef(s)ds;

E

n
�(t)

Z t

0

�(s)�1h(s)dW (s)
o
= 0;

t 2 [0; T ]:

Also, it holds that

(4:7) E sup
0�t�T

j�(t)j2k; E sup
0�t�T

j�(t)�1j2k <1; 8k � 1:

Proof. Let us �rst prove the second equality in (4.6). The other two in (4.6) can be

proved similarly. Set

(4:8) �(t) = �(t)

Z t

0

�(s)�1f(s)ds; t 2 [0; T ]:

Then, �(�) satis�es the following SDE:

(4:9)

(
d�(t) = [A�(t) + f(t)]dt +A1�(t)dW (t); t 2 [0; T ];

�(0) = 0:

Taking expectation in (4.9), we obtain

(4:10)

(
d[E�(t)] = [AE�(t) +Ef(t)]dt; t 2 [0; T ];

E�(0) = 0:

Thus,

(4:11) E�(t) =

Z t

0

eA(t�s)Ef(s)ds; t 2 [0; T ];

proving our claim.

Now, we prove (4.7). For any �0 2 lRn+m, process �(t)
�
=�(t)�0 satis�es the following

SDE:

(4:12)

(
d�(t) = A�(t)dt+A1�(t)dW (t); t 2 [0; T ];

�(0) = �0:
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Then, by Itô's formula, Burkholder-Davis-Gundy's inequality ([10]) and Gronwall's in-

equality, we can show that

(4:13) E sup
0�t�T

j�(t)j2k � Cj�0j
2k; k � 1:

Thus, the �rst inequality in (4.7) follows. The second one can be proved in the same

way.

From (4.7), we see that K : H ! H is a bounded linear operator. Now, applying (4.6)

to (4.3), we obtain that (3.12) admits an adapted solution, then

(4:14) Eg = (0; I)
n
eAT

�
0

I

�
y +

Z T

0

eA(T�s)CEZ(s)ds
o
;

for some y 2 lRm andEZ(�) 2 L2(0; T ; lRm). This leads to the following necessary condition

for the solvability of (3.12).

Theorem 4.2. Suppose (3.12) is solvable for all g 2 H. Then,

(4:15) rank
n
(0; I)

�
eAT

�
0

I

�
; C;AC; � � � ;An+m�1C

�o
= m:

In particular, if C = 0, then, (4.15) can be replaced by

(4:16) det
n
(0; I)eAT

�
0

I

�o
6= 0:

Proof. It su�ces to note that (see [19], for example) the range of the operator

u(�) 7!

Z T

0

eA(T�s)Cu(s)ds; 8u(�) 2 L2(0; T ; lRm);

is given by

R(C) +R(AC) + � � � +R(An+m�1C):

Then, we have (4.15).

We note that in the case C = 0, (4.16) amounts to say that the FBSDEs (3.12) is

solvable for all g 2 H implies that the corresponding two-point boundary value problem

for ODEs:

(4:17)

8><
>:
�

_X(t)
_Y (t)

�
= A

�
X(t)

Y (t)

�
; t 2 [0; T ];

X(0) = 0; Y (T ) = �g;
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admits a solution for all �g 2 lRm. In [20], it was proved that a little stronger condition

than (4.16) is also su�cient for the solvability of (3.12) if A1, B1, C1, C and bC are all zero

(note since g 2 H, (3.12) is still a FBSDEs). We will extend that result below.

On the other hand, we note that condition (4.15) implies that the (deterministic)

control system [A; C]:

(4:18)

�
_X(t)
_Y (t)

�
= A

�
X(t)

Y (t)

�
+ CZ(t);

is controllable from f0g � lRm to lRn � f�gg for any �g 2 lRm.

Let us now present another necessary condition for the solvability of (3.12).

Theorem 4.3. Let C = 0. Suppose (3.12) is solvable for all g 2 H. Then,

(4:19) det
�
(0; I)eAtC1

	
> 0; 8t 2 [0; T ]:

Consequently, if

(4:20) bT = inffT > 0
�� det �(0; I)eAT C1� = 0g <1;

then, for any T � bT , there exists a g 2 H, such that (3.12) is not solvable.

Remark 4.4. The above result reveals a signi�cant di�erence between the solvability of

FBSDEs and that of two-point boundary value problems for ordinary di�erential equations.

We note that for (4.17) to be solvable for all �g 2 lRm, if and only if (4.16) holds. Since

the function t 7! det
�
(0; I)eAt

�
0

I

�	
is analytic (and it is equal to 1 at t = 0), except

at most a discrete set of T 's, (4.16) holds. That implies that for any T0 2 (0;1), if it

happens that (4.17) is not solvable for T = T0 with some �g 2 lRm, then, at some later time

T > T0, (4.17) will be solvable again for all �g 2 lRm. But, in the above FBSDEs case, if

bT <1, then for any T � bT , we can always �nd a g 2 H, such that (3.12) (with C = 0) is

not solvable. Thus, besides other di�erences, FBSDEs and the two-point boundary value

problem for ODEs is also signi�cantly di�erent as far as the solvable duration is concerned.

Proof of Theorem 4.3. Suppose there exists an s0 2 [0; T ), such that

(4:21) det
n
(0; I)eA(T�s0)C1

o
= 0:
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Note that s0 < T . Then, there exists an � 2 lRm, j�j = 1, such that

(4:22) �T (0; I)eA(T�s0)C1 = 0:

We are going to prove that for any " > 0 with s0+" � T , there exists a g 2 L2Fs0+"
(
; lRm)

� H, such that (3.12) has no adapted solutions. to this end, we let � : [0; T ] ! lR be a

Lebesgue measurable function such that

(4:23)

8<
:
�(s) = �1; 8s 2 [0; T ];

jfs 2 [s0; sk]
�� �(s) = 1gj = jfs 2 [s0; sk]

�� �(s) = �1gj =
sk � s0

2
; k � 1;

for some sequence sk # s0 and sk � T � ". Next, we de�ne

(4:24) �(t) =

Z t

0

�(s)dW (s); t 2 [0; T ];

and take g = �(T )� 2 L2Fs0+"
(
; lRm) � H. Suppose (3.12) admits an adapted solution

(X;Y;Z) 2 M[0; T ] for this g. Then, for some y 2 lRm, we have (remember C = 0)

(4:25) �(T )� = (0; I)
n
eAT

�
0

y

�
+

Z T

0

eA(T�s)
h
A1

�
X(s)

Y (s)

�
+ C1Z(s)

i
dW (s)

o
:

Applying �T from left to (4.25) gives the following:

(4:26) �(T ) = � +

Z T

0

�
(s) + h (s); Z(s) i

	
dW (s);

where

(4:27)

8>>>>>><
>>>>>>:

� = �T (0; I)eAT
�
0

y

�
2 lR;

(�) = �T (0; I)eA(T��)A1

�
X(�)
Y (�)

�
2 L2F (
;C([0; T ]; lR));

 (�) =
h
�T (0; I)eA(T��)C1

iT
is analytic,  (s0) = 0:

Let us denote

(4:28) �(t) = �+

Z t

0

[(s) + h (s); Z(s) i]dW (s); t 2 [0; T ]:

Then, it follows that

(4:29)

(
d[�(t) � �(t)] = [(t) + h (t); Z(t) i ��(t)]dW (t); t 2 [0; T ];

[�(T ) � �(T )] = 0:
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By Itô's formula, we have

(4:30) 0 = Ej�(t) � �(t)j2 +E

Z T

t

j(s) + h (s); Z(s) i ��(s)j2ds; t 2 [0; T ]:

Thus,

(4:31) �(s) � (s) = h (s); Z(s) i; a.e. s 2 [0; T ]; a.s.

which yields

(4:32)

Z sk

s0

Ej�(s) � (s)j2ds =

Z sk

s0

Ej h (s); Z(s) i j2ds; 8k � 1:

Now, we observe that (note  2 L2F(
;C([0; T ]; lR)) and (4.23))

(4:33)

Z sk

s0

Ej�(s)� (s)j2ds �
1

2

Z sk

s0

Ej�(s)� (s0)j
2ds �

Z s0

sk

Ej(s) � (s0)j
2ds

�
sk � s0

4
E

h
j1� (s0)j

2 + j1 + (s0)j
2

i
� o(sk � s0); k � 1:

On the other hand, since  (�) is analytic with  (s0) = 0, we must must have

(4:34)  (s) = (s� s0) e (s); s 2 [0; T ];

for some e (�) which is analytic and hence bounded on [0; T ]. Consequently,

(4:35)

Z sk

s0

Ej h (s); Z(s) i j2ds � C(sk � s0)
2

Z sk

s0

EjZ(s)j2ds:

Hence, (4.32){(4.33) and (4.35) imply

(4:36)

sk � s0

4
E

h
j1� (s0)j

2 + j1 + (s0)j
2

i
� o(sk � s0)

� C(sk � s0)
2

Z sk

s0

EjZ(s)j2ds; 8k � 1:

This is impossible. Finally, noting the fact that detf(0; I)eAtC1g
��
t=0

= 1, we obtain (4.19).

The �nal assertion is clear.

It is not clear if the above result holds for the case C 6= 0 since the assumption C = 0

is crucial in the proof.

Let us now present some results on the operator K.
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Lemma 4.5. The range R(K) of K is closed in H.

Proof. Let us denote H0 = L2FT
(
; lRn) and bH = H0 �H � L2FT

(
; lRn+m). De�ne

(4:37) bKZ = �(T )

Z T

0

�(s)�1CZ(s)ds +�(T )

Z T

0

�(s)�1C1Z(s)dW (s); Z 2 H:

Then, by (4.7), bK is a bounded linear operator and K = (0; I)bK. We claim that the range

R(bK) of bK is closed in bH . To show this, let us take any convergence sequence

(4:38)

�
Xk(T )

Yk(T )

�
� bKZk ! �; in bH;

where (Xk; Yk) is the solution of the following:

(4:39)

8>><
>>:
d

�
Xk

Yk

�
=
n
A

�
Xk

Yk

�
+ CZk

o
dt+

n�
Xk

Yk

�
+ C1Zk

o
dW (t);�

Xk(0)

Yk(0)

�
= 0:

Then, by Itô's formula, we have

(4:40)

E

n
jXk(t)j

2 + jYk(t)j
2 +

Z T

t

���A1

�
Xk(s)

Yk(s)

�
+ C1Zk(s)

���2dso

= E

n
jXk(T )j

2 + jYk(T )j
2 � 2

Z T

t

h

�
Xk(s)

Yk(s)

�
;A

�
Xk(s)

Yk(s)

�
+ CZk(s) i ds

o
:

We note that (recall C1 =

�
C1

I

�
)

(4:41)

���A1

�
Xk

Yk

�
+ C1Zk

���2

= h(I + CT
1
C1)Zk; Zk i+

���A1

�
Xk

Yk

����2 + 2 h CT
1
A1

�
Xk

Yk

�
; Zk i

�
1

2
jZkj

2 �C(jXkj
2 + jYkj

2);

for some constant C > 0. Thus, (4.40) implies

(4:42)

E
�
jXk(t)j

2 + jYk(t)j
2 +

Z T

t

jZk(s)j
2ds

	

� CE
�
jXk(T )j

2 + jYk(T )j
2 +

Z T

t

�
jXk(s)j

2 + jYk(s)j
2
�
ds
	
; t 2 [0; T ]:
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Using Gronwall's inequality, we obtain

(4:43) E
�
jXk(t)j

2 + jYk(t)j
2 +

Z T

t

jZk(s)j
2ds

	
� CE

�
jXk(T )j

2 + jYk(T )j
2
	
; t 2 [0; T ]:

From the convergence (4.38), we see that Zk is bounded in H. Thus, we may assume that

Zk ! eZ weakly in H. Then, it is easy to see that bK eZ = �, proving the closeness of R(bK).
Now, R(bK) is a Hilbert space with the induced inner product of bH. In this space, we

de�ne an orthogonal projection PH : bH ! H by the following:

(4:44) PH

�
�

�

�
=

�
0

�

�
; 8

�
�

�

�
2 bH � H0 �H:

Then, the space

(4:45) PH(R(bK)) = f0g �R(K)

is closed in R(bK) and so is in bH. Hence, R(K) is closed in H.

The following result gives some more information for the operator K when C = 0.

Lemma 4.6. Let C = 0 and let (4.19) hold. Then,

(4:46) R(K) = f� 2 H
�� E� = 0g

�

=N (E);

(4:47) N (K)
�
=fZ 2 H

�� KZ = 0g = f0g:

Proof. First of all, by Lemma 4.4 (with C = 0), we see that R(K) is closed. Also, by

Lemma 4.1, R(K) � N (E). Thus, to show (4.46), it su�ces to show that

(4:48) N (E)
\
R(K)? = f0g:

We now prove (4.48). Take � 2 N (E). Suppose

(4:49) 0 = E h �;KZ i = E h �; (0; I)�(T )

Z T

0

�(s)�1C1Z(s)dW (s) i; 8Z 2 H:

Denote

(4:50)

�
X(t)

Y (t)

�
= �(t)

Z t

0

�(s)�1C1Z(s)dW (s); t 2 [0; T ]:
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Then,

(4:51)

8>><
>>:
d

�
X

Y

�
= A

�
X

Y

�
dt+

n
A1

�
X

Y

�
+ C1Z

o
dW (t);�

X(0)

Y (0)

�
= 0:

By Itô's formula and Gronwall's inequality, we obtain

(4:52) EfjX(t)j2 + jY (t)j2g � C

Z t

0

EjZ(s)j2ds; t 2 [0; T ]:

Also, we have

(4:53)

�
X(t)

Y (t)

�
=

Z t

0

eA(t�s)
n
A1

�
X(s)

Y (s)

�
+ C1Z(s)

o
dW (s); t 2 [0; T ]:

Since E� = 0 and � 2 H, by Martingale Representation Theorem, there exists a � 2 H,

such that

(4:54) � =

Z T

0

�(s)dW (s):

Then, from (4.49) and (4.53), we have

(4:55)

0 = E h �; (0; I)

�
X(T )

Y (T )

�
i

=

Z T

0

E h �(s); (0; I)eA(T�s)
n
A1

�
X(s)

Y (s)

�
+ C1Z(s)

o
i ds:

This yields

(4:56)

Z T

0

E h CT
1
eA

T
(T�s)

�
0

I

�
�(s); Z(s) i ds

= �

Z T

0

E h AT
1
eA

T
(T�s)

�
0

I

�
�(s);

�
X(s)

Y (s)

�
i ds:

Now, let 0 < � < T and take

(4:57) Z(s) = CT
1
eA

T
(T�s)

�
0

I

�
�(s)�[T��;T ](s); s 2 [0; T ]:

Then, X(s) = 0, Y (s) = 0 for all s 2 [0; T � �]. Consequently, (4.56) and (4.52) result in

(4:58)

Z T

T��

E

���CT1 eAT
(T�s)

�
0

I

�
�(s)

���2ds
� C

Z T

T��

�
Ej�(s)j2

�1=2�Z s

T��

EjZ(r)j2dr
�1=2

ds

� C

Z T

T��

�
Ej�(s)j2

�1=2�Z s

T��

Ej�(r)j2dr
�1=2

ds:
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By (4.19), we obtain

(4:59)

Z T

T��

Ej�(s)j2ds � C

Z T

T��

�
Ej�(s)j2

�1=2�Z s

T��

Ej�(r)j2dr
�1=2

ds

�
1

2

Z T

T��

Ej�(s)j2ds +C

Z T

T��

Z s

T��

Ej�(r)j2drds:

Thus, it follows that

(4:60)

Z T

T��

Ej�(s)j2ds � C�

Z T

T��

Ej�(s)j2ds;

with C > 0 being an absolute constant (independent of �). Therefore, for � > 0 small, we

must have

(4:61) �(s) = 0; a.e. s 2 [T � �; T ]; a.s.

This together with (4.56) implies that

(4:62)

Z T��

0

E h CT
1
eA

T
(T�s)

�
0

I

�
�(s); Z(s) i ds

= �

Z T��

0

E h AT
1
eA

T
(T�s)

�
0

I

�
�(s);

�
X(s)

Y (s)

�
i ds:

Then, thanks to (4.19), we can continue the above procedure to conclude that (4.61) holds

over [0; T ] and hence � = 0. This proves (4.48).

We now prove (4.47). Suppose KZ = 0. Again, we let (X(�); Y (�)) be de�ned by

(4.50). Then, for any � 2 H, by (4.53), we have

(4:63)

0 = E h

Z T

0

�(s)dW (s);KZ i

= E

Z T

0

h �(s); (0; I)eA(T�s)
n
A1

�
X(s)

Y (s)

�
+ C1Z(s)

o
i ds:

This implies that

(4:64) (0; I)eA(T�s)
n
A1

�
X(s)

Y (s)

�
+ C1Z(s)

o
= 0; a.e. s 2 [0; T ]; a.s.

By (4.19), we easily see that

B(s)
�
=
�
(0; I)eA(T�s)C1

	�1
(0; I)eA(T�s)A1
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is analytic and hence bounded over [0; T ]. From (4.64), we obtain

(4:65) Z(s) = �B(s)

�
X(s)

Y (s)

�
; a.e. s 2 [0; T ]; a.s.

Then, (X;Y ) is the solution of

(4:66)

8>><
>>:
d

�
X

Y

�
= A

�
X

Y

�
dt+

�
A1 � B(t)

��X
Y

�
dW (t);�

X(0)

Y (0)

�
= 0:

Hence, we must have (X;Y ) = 0, which yields Z = 0 due to (4.65). This proves (4.47).

An important consequence of the above is the following.

Theorem 4.7. Let C = 0. Then, linear FBSDEs (3.12) is solvable for all g 2 H if and

only if (4.16) and (4.19) hold. In this case, the adapted solution to (3.12) is unique (for

any given g 2 H).

Proof. Theorems 4.2 and 4.3 tell us that (4.16) and (4.19) are necessary. We now

prove the su�ciency. First of all, for any g 2 H, by (4.16), we can �nd y 2 lRm, such that

(4.14) holds (note C = 0). Then, we have

(4:67) g � (0; I)�(T )

�
0

I

�
y 2 N (E):

Next, by (4.46), there exists a Z 2 H, such that

(4:68) g � (0; I)�(T )

�
0

I

�
y = KZ:

For this pair (y; Z) 2 lRm �H, we de�ne (X;Y ) by (4.2). Then, one can easily check that

(X;Y;Z) 2 M[0; T ] is an adapted solution of (3.12). The uniqueness follows easily from

(4.47) and (4.16).

The above result gives a complete solution to the solvability of linear FBSDEs (3.12)

with C = 0. It is interesting that in the present case, no condition is needed for A1. By

Theorems 2.2, 3.1 and 4.7, we obtain the following result for the original linear FBSDEs

(1.1).
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Corollary 4.8. Let C = 0, bC = 0, F = I 2 lRm�m and ` = m. Then (1.1) is uniquely

solvable for all b, �, bb, b�, g and x satisfying (2.4) if and only if the following hold:

(4:69)

8>>>>>>>>>>><
>>>>>>>>>>>:

( bC1 �GC1)
�1 exists;

det
n
(0; I)e

�
A+BG BbA�GA+(bB�GB)G bB�GB

�
T �

0

I

�o
6= 0;

det
n
(0; I)e

�
A+BG BbA�GA+(bB�GB)G bB�GB

�
t�

C1(bC1�GC1)�1
I

�o
> 0;

8t 2 [0; T ]:

x5. A Riccati Type Equation.

In this section, we present another method. It will give a su�cient condition for the

unique solvability of (3.12). Also, it is more constructive and seems to be numerically

implementable. This method is inspired by the Four-Step-Scheme proposed in [11] for

general nonlinear FBSDEs with deterministic coe�cients and with the di�usion coe�cient

of the forward SDE being nondegenerate. In the present case, we do not have the non-

degeneracy of the forward di�usion. Also, the drift and di�usion are all allowed to be

unbounded (since they are linear). Such a case is not covered by [11]. We will obtain a

Riccati type equation and a BSDE associated with (3.12). Let us now carry out a heuristic

derivation.

Suppose (X;Y;Z) 2 M[0; T ] is an adapted solution of (3.12). We assume that X and

Y are related by

(5:1) Y (t) = P (t)X(t) + p(t); 8t 2 [0; T ]; a.s.

where P : [0; T ]! lRm�n is a deterministic matrix-valued function and p : [0; T ]�
! lRm

is an fFtg-adapted process. We are going to derive the equations for P (�) and p(�). First

of all from (5.1) and the terminal condition in (3.12), we have

(5:2) g = P (T )X(T ) + p(T ):

Let us impose

(5:3) P (T ) = 0; p(T ) = g:
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Since g 2 L2FT
(
; lRm) and p(�) is required to be fFtg-adapted, we should assume that p(�)

satis�es a backward stochastic di�erential equation:

(5:4)

(
dp(t) = �(t)dt + q(t)dW (t); t 2 [0; T ];

p(T ) = g;

with �(�); q(�) 2 L2F(0; T ; lR
m) being undetermined. Next, by Itô's formula, we have (for

simplicity, we suppress t below):

(5:5)

dY = f _PX + P [AX +BY + CZ] + �gdt

+ fP [A1X +B1Y +C1Z] + qgdW

= f[ _P + PA+ PBP ]X + PCZ + PBp+ �gdt

+ f[PA1 + PB1P ]X + PC1Z + PB1p + qgdW;

Now, compare (5.5) with the second equation in (3.12), we obtain that

(5:6) [ _P + PA + PBP ]X + PCZ + PBp+ � = [ bA + bBP ]X + bCZ + bBp;
and

(5:7) (PA1 + PB1P )X + PC1Z + PB1p+ q = Z:

By assuming I � PC1 to be invertible, we have from (5.7) that

(5:8) Z = (I � PC1)
�1
�
(PA1 + PB1P )X + PB1p+ q

	
:

Then, (5.6) becomes

(5:9)
0 =

�
_P + PA+ PBP � bA � bBP + (PC � bC)(I � PC1)

�1(PA1 + PB1P )
�
X

+
�
PB � bB + (PC � bC)(I � PC1)

�1PB1

�
p+ (PC � bC)(I � PC1)

�1q + �:

Now, we introduce the following Riccati type di�erential equation for lRm�n-valued func-

tion P (�):

(5:10)

8>>><
>>>:

_P + PA+ PBP � bA� bBP
+ (PC � bC)(I � PC1)

�1(PA1 + PB1P ) = 0; t 2 [0; T ];

P (T ) = 0;
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and the following backward SDE for lRm-valued process p(�):

(5:11)

8>>><
>>>:
dp = �

n�
PB � bB + (PC � bC)(I � PC1)

�1PB1

�
p

+ (PC � bC)(I � PC1)
�1q

o
dt+ qdW;

p(T ) = g:

Suppose (5.10) admits a solution P (�) over [0; T ] such that

(5:12) [I � P (t)C1]
�1 is bounded for t 2 [0; T ]:

Then we can de�ne the following:

(5:13)

8>>>>>><
>>>>>>:

eA = A+BP + C(I � PC1)
�1(PA1 + PB1P );

eA1 = A1 +B1P + C1(I � PC1)
�1(PA1 + PB1P );

eb = Bp+ C(I � PC1)
�1(PB1p+ q);

e� = B1p+ C1(I � PC1)
�1(PB1p+ q):

It is clear that eA and eA1 are time-dependent matrix-valued functions and eb and e� are

fFtg-adapted processes. Under (5.12), the following SDE admits a unique strong solution:

(5:14)

8<
:
dX = ( eAX +eb)dt+ ( eA1X + e�)dW; t 2 [0; T ];

X(0) = x:

The following result is comparable with the main result presented in [11] (for nonlinear

FBSDEs).

Theorem 5.1. Let (5.10) admits a solution P (�) such that (5.12) holds. Then, (5.11)

admits a unique solution p(�) 2 L2F(0; T ; lR
m). If (X;Y;Z) is determined by (5.14), (5.1)

and (5.8), then, it is the unique adapted solution of (3.12).

Proof. First of all, a direct computation � shows that the process (X;Y;Z) determined

by (5.14), (5.1) and (5.8) is an adapted solution of (3.12). We now prove the uniqueness.

Let (X;Y;Z) 2 M[0; T ] be any adapted solution of (3.12). Set

(5:15)

8<
:
Y = PX + p;

Z = (I � PC1)
�1
�
(PA1 + PB1P )X + PB1p+ q

�
;
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where P and p are solutions of (5.10) and (5.11), respectively. Denote bY = Y � Y and

bZ = Z �Z. Then, a direct computation shows that

(5:16)

8<
:
dbY =

�
(PB � bB)bY + (PC � bC) bZ�dt+ �

PB1
bY � (I � PC1) bZ�dW (t);

bY (T ) = 0:

By (5.12), we may set

(5:17) eZ = PB1
bY � (I � PC1) bZ;

to get the following equivalent BSDE (of (5.16)):

(5:18)

8>>><
>>>:
dbY =

�
[PB � bB + (PC � bC)(I � PC1)

�1PB1]bY
� (PC � bC)(I � PC1)

�1 eZ	dt+ eZdW (t);

bY (T ) = 0:

It is standard that such a BSDE admits a unique adapted solution (bY ; eZ) = 0 (see [15]).

Consequently, bZ = 0. Hence, by (5.15), we obtain

(5:19)

(
Y = PX + p;

Z = (I � PC1)
�1
�
(PA1 + PB1P )X + PB1p+ q

�
;

This means that any adapted solution (X;Y;Z) must satisfy (5.19). Then, similar to the

heuristic derivation above, we have that X has to be the solution of (5.14). Hence, we

obtain the uniqueness.

The following result tells us something more.

Proposition 5.2. Let (5.10) admits a solution P (�) such that (5.12) holds for t 2 [T0; T ]

(with some T0 � 0). Then, for any eT 2 [0; T � T0], linear FBSDEs (3.12) is uniquely

solvable on [0; eT ].
Proof. Let

(5:20) eP (t) = P (t+ T � eT ); t 2 [0; eT ]:
Then, eP (�) satis�es (5.10) with [0; T ] replaced by [0; eT ] and
(5:21) [I � eP (t)C1]

�1 is bounded for t 2 [0; eT ]:
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Then, Theorem 5.1 applies.

The above Proposition 5.1 tells us that if (5.10) admits a solution P (�) such that

(5.12) holds, (3.12) is uniquely solvable over any [0; eT ] ( eT � T ). Then, in the case C = 0,

by Theorem 4.2, the corresponding two-point boundary value problem (4.17) of ODE over

[0; eT ] admits a solution for all g 2 lRm. Thus, it is necessary and su�cient that

(5:22) det
n
(0; I)eAt

�
0

I

�o
> 0; 8t 2 [0; T ]:

Therefore, by Theorem 4.7, compare (5.22) and (4.16), we see that the solvability of Riccati

type equation (5.10) is only a su�cient condition for the solvability of (3.12).

In the rest of this section, we concentrate on the case C = 0. In this case, (5.10)

becomes

(5:23)

8<
:

_P + PA+ PBP � bA � bBP = 0; t 2 [0; T ];

P (T ) = 0;

and the BSDE (5.11) is reduced to

(5:24)

8<
:
dp = [ bB � PB]pdt+ qdW (t); t 2 [0; T ];

p(T ) = g:

We have seen that (5.22) is a necessary condition for (5.23) having a solution P (�) satisfying

(5.12). The following result gives the inverse.

Theorem 5.3. Let C = 0, bC = 0. Let (5.22) hold. Then, (5.23) admits a unique solution

P (�) which has the following representation:

(5:25) P (t) = �
h
(0; I)eA(T�t)

�
0

I

�i�1
(0; I)eA(T�t)

�
I

0

�
; t 2 [0; T ]:

Moreover, it holds

(5:26) I � P (t)C1 =
h
(0; I)eA(T�t)

�
0

I

�i�1h
(0; I)eA(T�t)

�
C1

I

�i
; t 2 [0; T ]:

Consequently, if in addition to (5.22), (4.19) holds, then, (5.12) holds and the linear FBS-

DEs (3.12) (with C = 0) is uniquely solvable with the representation given by (5.14), (5.1)

and (5.8).
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Proof. Let us �rst check that (5.25) is a solution of (5.23). To this end, we denote

(5:27) �(t) = (0; I)eA(T�t)
�
I

0

�
; t 2 [0; T ]:

Then, we have

(5:28) _�(t) = �(0; I)eA(T�t)
�
I

0

�
B ��(t) bB:

Hence,

(5:29)

_P = ��1 _���1(0; I)eA(T�t)
�
I

0

�
+��1(0; I)eA(T�t)A

�
I

0

�

= ��1
n
� (0; I)eA(T�t)

�
I

0

�
B �� bBo(�P ) + ��1(0; I)eA(T�t)

�
AbA
�

= (PB � bB)(�P ) + ��1(0; I)eA(T�t)
�
I

0

�
A+ bA

= �PBP + bBP � PA+ bA:
Thus, P (�) given by (5.25) is a solution of (5.23). Uniqueness is obvious since (5.23) is a

terminal value problem with the right hand side of the equation being locally Lipschitz.

Finally, an easy calculation shows (5.26) holds. Then, we complete the proof.

x6. Extensions and Remarks.

In this section, we �rst briey look at the case with multi-dimensional Brownian

motion. Let W (t) � (W 1(t); � � � ;W d(t)) be a d-dimensional Brownian motion de�ned on

(
;F ; fFtgt�0;P) with fFtgt�0 being the natural �ltration of W (�) augmented by all the

P-null sets. Similar to the case of one-dimensional Brownian motion, we may also start

with the most general case, by using some necessary conditions for solvability to obtain

a reduced FBSDEs. For simplicity, we skip this step and directly consider the following

FBSDEs:

(6:1)

8>>>>>>>><
>>>>>>>>:

dX =
�
AX +BY

�
dt+

dX
i=1

�
Ai
1
X +Bi

1
Y +Ci

1
Zi
�
dW i(t);

dY =
� bAX + bBY �dt+ dX

i=1

ZidW i(t);

t 2 [0; T ];

X(0) = 0; Y (T ) = g;
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where A;B, etc. are certain matrices of proper sizes. Note that we only consider the case

that Z does not appear in the drift here since we have only completely solved such a case.

We keep the notation A as in (3.13). In the present case, we de�ne the space M[0; T ] as

follows (compare with (2.1)):

(6:2) M[0; T ]
�

=L2F (
;C([0; T ]; lR
n)) � L2F(
;C([0; T ]; lR

m)) � L2F(0; T ; lR
m�d);

with the norm being de�ned by (2.2), where

(6:3) jZj2 = tr fZZTg; 8Z 2 lRm�d
:

If we assumeX(�) and Y (�) are related by (5.1), then, we can derive a Riccati type equation,

which is exactly the same as (5.23). The associated BSDE is now replaced by the following:

(6:4)

8>><
>>:
dp = [ bB � PB]pdt+

dX
i=1

qidW i(t); t 2 [0; T ];

p(T ) = g:

Also, (5.13), (5.14) and (5.8) are now replaced by the following:

(6:5)

8>>><
>>>:

eA = A +BP; eb = Bp;eAi
1
= Ai

1
+Bi

1
P +Ci

1
(I � PCi

1
)�1(PAi

1
+ PBi

1
P );

e�i = Bi
1
p+ Ci

1
(I � PCi

1
)�1(PBi

1
p+ qi);

1 � i � d;

(6:6)

8>><
>>:
dX = ( eAX +eb)dt+ dX

i=1

( eAi
1
X + e�i)dW i(t); t 2 [0; T ];

X(0) = 0;

(6:7) Zi = (I � PCi
1
)�1

�
(PAi

1
+ PBi

1
P )X + PBi

1
p+ qi

	
; 1 � i � d:

Our main result is the following.

Theorem 6.1. FBSEDs (6.1) admits a unique adapted solution (X;Y;Z) 2 M[0; T ] for

all g 2 H if and only if (4.16) holds and

(6:8) det
n
(0; I)eAtCi

1

o
> 0; 8t 2 [0; T ]; 1 � i � d:
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If in addition, (5.22) holds, then, (5.23) admits a unique solution P (�) given by (5.25) such

that

(6:9) [I � P (t)Ci
1
]�1 is bounded for t 2 [0; T ]; 1 � i � d;

and the adapted solution (X;Y;Z) 2 M[0; T ] of (6.1) can represented through (6.6), (5.1)

and (6.7).

The proof can be carried out similar to the case of one-dimensional Brownian motion.

To conclude this paper, let us now make some remarks.

We have solved the case with Z not appearing in the drift. It would be nice to extend

our results to the case with C not zero, i.e., the process Z also appears in the drift. So far,

we do not know how to treat such a case.

Finally, it seems possible to extend the above results to the time-varying coe�cient

case. However, the most interesting case is the random coe�cient case, i.e., the case with

A, B, etc. being fFtg-adapted processes.
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