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Abstract

This thesis presents the iterative learning control of a fully flexible valve actuation system for

non-throttled load control of an internal combustion engine. First, a description is given of a

novel camless valve actuation system with a unique hydro-mechanical internal feedback mech-

anism which simplifies the external control design. All the critical parameters describing the

engine valve event, i.e. lift, timing, duration and seatingvelocity can be continuously varied by

controlling the triggering timings of three two-state valves. Initial testing of a prototype experi-

mental setup reveals that the performance of the system (transient tracking and steady-state vari-

ability) is influenced purely by the state of the system when the internal feedback mechanism

is activated. This feature motivates the development of a cycle-to-cycle learning-based external

control for activating the internal feedback mechanism based on the desired valve profile char-

acteristics and the system state. To verify the proposed control methodology, it is implemented

on the experimental system to track reference trajectoriesfor the various valve event parameters

corresponding to the non-throttled load control of an engine during the U.S. Federal Test Pro-

cedure (FTP) urban driving cycle. Vehicle load demand analysis is used to compute the desired

engine speed and torque requirements. Detailed dynamic valve flow simulations assuming full

flexibility of the engine valve event parameters are used to calculate the required trajectory of all

these parameters to satisfy the speed and torque requirements without the use of a throttle. The

experimental results show that the proposed framework, i.e., the valve actuation system and the

external control methodology, is able to provide excellentperformance even during aggressive

transient operation. Over the 19 145 valve events of the FTP cycle, 99% of cycles had lift errors

of 0.203 mm or less, and 99% of cycles had duration errors of 4.87 crank-angle degrees or less.

Furthermore, only 11.99% of cycles had seating velocities higher than the desired bound; 99%

of cycles had seating velocities 0.0429 m/s or less over the desired bound.
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Chapter 1

Introduction

Internal combustion engines (ICEs) are widely used as the power source for many applications,

including automobiles, locomotives, ships, electric generators, etc. Problems associated with

ICEs include greenhouse gas emissions, chemical and particulate pollutant emissions, and the

dwindling supply of fossil fuels. Despite being over 100 years old, the ICE is still preferred due

to the high energy density of hydrocarbon fuels and the powerdensity of the ICE. Thus, there

is a strong motivation to increase the efficiency of the ICE.

One particular point regarding ICEs relates to the fact thattheir high power density and the

high energy density of their fuels make them ideal for mobileapplications. However, the vari-

ation in operating conditions inherent to these mobile applications, coupled with the variation

in the efficiency of ICEs with operating condition, means that these engines are often forced to

operate in relatively low-efficiency regions. More flexibility in available controls will allow the

engine to operate near its peak efficiency more of the time.

Variable valve actuation is one such flexibility that can provide many advantages in effi-

ciency and emissions. The majority of reciprocating ICEs use one or more camshafts with

eccentric lobes to actuate the intake and exhaust valves that control the flow of air, fuel, and

combustion products in and out of the cylinders. However, the fixed geometry of these cams

means that the valve lift profiles for the engine are fixed, irrespective of load, engine speed, or

any other potentially relevant variables. Variable valve actuation schemes utilizing cams have

been implemented allowing two discrete camshaft profiles [1], two discrete lifts with variable

phasing [2], and variable phasing and lift [3], to list threeexamples. However, the use of the

camshaft imposes limits on the range of variability of lift and phasing, and makes duration

1
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adjustment difficult.

Fully-flexible valve actuation (FFVA) or “camless” systemsallow infinite variation of lift,

timing, and duration over a wide range. This flexibility has distinct advantages in efficiency and

emissions. It facilitates the following alternate strategies:

• throttle-less operation [3, 4, 5, 6] (discussed in much moredetail in Chapter 4),

• cylinder deactivation [6, 7],

• valve deactivation and using unequal valve lifts in multi-valve cylinder heads to manage

in-cylinder airflow [6],

• changing the engine’s effective compression ratio via early and late intake-valve closing

(IVC) strategies [4, 6, 8],

• pneumatic hybridization during engine braking [6], and

• the control of homogeneous-charge compression ignition (HCCI) [8, 9].

A more rigorous discussion on the benefits of flexibility in valve actuation can be found in

[3, 4, 5, 6, 7, 8, 9].

However, the removal of the mechanical linkage between the valves and the crankshaft

demands reliable, real-time control of the valve profile by the engine computer to ensure proper

operation. Most previous FFVA implementations, for example [10, 11], are based on the use

of complex feedback controllers to monitor the valve’s position and calculate the appropriate

control action for the actuator in real time. This approach demands accurate, low-noise position

sensors and powerful microprocessors to enable low-latency, real-time calculation of the control

effort. In addition, accurate and high-bandwidth actuators are needed to control the valve to the

desired position, even at high engine speeds. As such, this strategy may be expensive and

difficult to implement on a production engine.

A production-oriented camless system is required to operate with the same level of accuracy

and repeatability as existing cam-based systems to ensure proper engine operation and to avoid

valve-piston interference [4, 12]. Such a system is also required to be relatively inexpensive to

manufacture while having sufficient bandwidth to allow high-speed engine operation. To ensure

accurate valve positioning, repeatability, and robustness to disturbances, the control system

must be suited for mass production; i.e., it should use low-cost sensors, control algorithms
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capable of operating on the engine’s control unit with a relatively low computational burden,

and should require minimum calibration. Finally, to satisfy noise and wear constraints, the

system must be capable of sufficiently low valve seating velocities.

This thesis presents the control design for a production-oriented FFVA system based on

a hydro-mechanical internal feedback system [12, 13, 14]. It was observed that, for a given

physical design of this system, its trajectory (and consequently the performance parameters

corresponding to the engine valve event) is dependent only on the initial state of the hydro-

mechanical internal feedback system. The initial conditions can be modified in real time by

adjusting the triggering timings of simple two-state valves. However, the triggering timings of

these two-state valves corresponding to optimal performance vary with system operating condi-

tions, thus making the use of calibration-based open-loop controllers intractable. An iterative-

learning-based controller capable of modifying the initial conditions by adjusting the timing

of the activation/deactivation of the hydro-mechanical feedback loop to achieve the required

performance objectives is thus proposed.

The system performance parameters (lift, duration, and seating velocity) are all scalars,

which need to be evaluated only once at the end of each cycle. This relaxes the demand for

noise-free position sensors and also decreases the computational burden. The control inputs

(time at which the internal feedback system is engaged) needto be computed only once for

each engine cycle (at the start of the cycle). The engine valves will be open for about one-fourth

to one-third of the engine’s 720-crank-angle-degree (CAD)cycle. This eases the real-time

processing constraint, as the actions for the next valve event can be calculated after the current

event during the remaining time (approximately 480 CAD).

The proposed iterative learning controller utilizes the errors in lift, duration, and seating

velocity from each cycle to appropriately modify the triggering timings of the two-state valves

for the next cycle to ensure convergence to the desired values of the performance parameters.

This cycle-to-cycle feedback is combined with a calibratedfeedforward component to ensure

rapid transient response and to compensate for the interaction between seating velocity and

engine valve closing time. The seating velocity controlleris structured to obey a desired seating

velocity bound, while dynamically tuning itself to minimize closing time variability. This finds

the ideal operating point balancing the present FFVA system’s inherent trade-off between low

closing time variability and low seating velocity.
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It should be noted that the additional flexibility given by the FFVA system means that de-

sired values for valve lift, duration, timing, and seating velocity must be calculated and provided

to the lower-level controller discussed above. These values must be selected to ensure proper

engine operation, given the requirements of the application; for example, if the engine in ques-

tion is installed in an automobile, the driver’s input and the vehicle operating conditions require

a certain engine speed and load trajectory that the FFVA system must help accomplish.

To that end, a systematic method of calculating these desired performance parameter values

is developed for the non-throttled engine load control of a spark-ignition engine. This method

is generalized; that is, it is applicable to a wide range of vehicles and engines, given the proper

parameter values, engine and transmission characteristics, etc. It begins by using a desired

vehicle speed and acceleration to perform a vehicle load analysis, moves on to a calculation of

required engine speed and load, finds the required mass of airto be introduced to each cylinder,

and uses a detailed valve flow simulation to calculate the desired engine valve duration. To

simplify the dimensionality of the problem, valve event timing is fixed, and desired lift and

maximum seating velocity bound are fixed as a function of engine speed.

The Federal Test Procedure, an urban driving cycle lasting more than 30 minutes, is used as

a demonstration of this systematic method. Beginning with aprescribed vehicle speed, desired

engine valve performance parameter trajectories are calculated. These trajectories are then used

as realistic examples of real-world driving conditions to demonstrate the effectiveness of the

lower-level iterative learning controller in tracking anyarbitrary desired performance parameter

trajectory.

The rest of this thesis is organized as follows:

• Chapter 2 presents an overview of the design of the present electro-hydraulic camless

system and its internal feedback system.

• In Chapter 3, a review of iterative learning control is presented, followed by the develop-

ment of a suitable iterative learning controller for this system.

• Chapter 4 contains a review of non-throttled engine load control.

• Chapter 5 details vehicle load analysis and the calculations of desired valve parameters

for non-throttled engine load control.

• Chapter 6 presents the results of this non-throttled engineload control process, along
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with experimental results showing a hardware system and thecontroller developed in

Chapter 3 tracking the traces calculated in Chapter 5, usingthe Federal Test Procedure

(FTP) cycle as an example.

• Chapter 7 presents final discussion, analysis, and conclusions of the work developed in

this thesis.



Chapter 2

Electro-hydraulic Fully-Flexible Valve

Actuation System with Internal

Feedback

The concept of a new production-oriented FFVA system based on an internal feedback mech-

anism was first presented in [13]. [12] addressed some of the design and sizing considerations

for the system and also demonstrated the effectiveness of the concept using a prototype ex-

perimental setup. [14] presented a mathematical model for the system, which was verified

experimentally and used for the design of a critical subsystem to improve the performance and

robustness of the system.

2.1 System Design and Operation

Fig. 2.1 shows a schematic of a valve actuator with the internal feedback system. The high-

pressure rail and the low-pressure reservoir are common to all actuators. Components{1}
through{5} together constitute the actuator for one engine valve. Component{3} is a two-

position, three-way solenoid valve, which connects the entire system to the high-pressure rail or

to the reservoir. Component{4} is the spring-returned hydraulic actuator, which is in contact

with the engine valve’s stem. Component{5} is a spool valve, which controls the fluid flow to

and from the main actuator chamber (a). It is designed such that the flow rate is maximum when

6
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Figure 2.1: Schematic of the valve actuation system with internal feedback

the spool is at the center position and decreases as the spoolis deflected in either direction. The

position of the spool is dependent on the pressure of the fluidin the (s1) and (s2) fluid chambers,

which are in turn dependent on the pressure in the (a1) and (a2) fluid chambers of the actuator.

Components{1} and{2} are two-way, on-off valves that allow or block fluid flow between the

actuator’s bottom (a1) and top (a2) fluid chambers, respectively, and the reservoir.

When all the valves{1}, {2} and{3} are in the de-energized state, the actuator’s main

chamber (a) is connected to the reservoir and the spring force keeps the engine valve in the

closed position. Chambers (s1), (s2), (a1) and (a2) are all connected to the reservoir. This

enables the springs to hold the spool{5} in the middle position, which allows maximum flow

to and from the actuator.

To open the engine valve, the three-way solenoid valve{3} is energized to connect the

actuator’s main fluid chamber to the high-pressure rail which opens the engine valve. To control

the lift of the engine valve, on-off valve{1} is closed at a predetermined timing during the

actuator’s opening stroke. This blocks the flow from (a1) to the low-pressure reservoir and
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diverts it to (s1) of the spool valve, which pushes the spool upwards and hencereduces the

flow to the actuator. The decrease in flow gradually decelerates the actuator until it comes to

rest at a position corresponding to the fully deflected position of the spool. Fig. 2.2(a) presents

experimental data in which different valve lifts were obtained by varying the relative triggering

time of the on-off valve{1} with respect to the three-way valve’s triggering timing, which

occurs att = 0 seconds in both Fig. 2.2(a) and (b).
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Figure 2.2: Experimental demonstration of the variable lift and duration control capability of
the new valve actuation system

To close the engine valve, the three-way valve{3} and the on-off valve{1} are both de-

energized. The spool in{5} returns to the center position and thus connects the actuator’s main

chamber to the low-pressure reservoir which causes the engine valve to close due to the force of

the return spring. During the engine valve’s upward motion,the fluid from (a2) is pushed into

the low-pressure reservoir. As the valve approaches the closed position, the on-off valve{2} is

energized. This diverts the fluid from (a2) to (s2). The spool is deflected downwards and hence

restricts the flow out of the actuator’s main chamber, which in turn decelerates the actuator.
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By varying the triggering timing of the three-way valve{3} and on-off valve{2}, the engine

valve’s closing timing and its seating velocity can both be controlled precisely. Fig. 2.2(b)

shows five different valve profiles together with the corresponding three-way valve off timings

to demonstrate the ability to control the engine valve’s closing timing (duration). The seating

velocity behavior is demonstrated Chapter 3. Note that it isstraightforward to alter the timing

of the valve event simply by adjusting when the three-way valve{3} is energized.

2.2 System Characteristics and Challenges

From the design and operation of the system, it becomes clearthat the choice of triggering

timing for the three-way and the on-off valves determines all the valve event characteristics

(timing, lift, duration, and seating velocity) for a given cycle. This greatly simplifies the control

of the system. When compared to other actuation systems [10,11] that rely on traditional real-

time sample-to-sample feedback control, this architecture requires only that the values for the

control inputs (triggering timings) be computed for each cycle.

The on-off valves{1} and {2} (u1, u2) can be triggered either at a predetermined time

(CAD) or at a predetermined engine valve displacement to achieve the required performance.

Both of these implementations have their own advantages anddisadvantages. Triggering based

on displacement is inherently robust and requires little calibration, as the engine valve displace-

ment after an on-off valve is triggered is fixed depending on the ratios of piston areas s1/a1

and s2/a2 (see Fig. 2.1). This approach also has the advantage of beinginsensitive to engine

speed. However, it requires real-time monitoring of the engine valve’s position. This renders

filtering the displacement sensor’s output unattractive due to the effect of filter delay, which thus

requires the use of a higher-cost, lower-noise displacement sensor to ensure accurate triggering.

For a fixed triggering position, closing time and seating velocity will vary based on the lift from

which the valve is returning (due to variation in velocity atthe instant when the on-off valve is

triggered) as demonstrated in Fig. 3.4 in Chapter 3.

Triggering based on timing (CAD) allows filtering of displacement data (needed only for

performance parameter calculations, which can be performed just before the start of the next

cycle). This allows the use of lower-cost displacement sensors and an encoder to measure the

crankshaft orientation. However, the triggering timings in CAD will vary with supply pressure,

engine speed, and valve lift. A calibration-based open-loop control of the timing for all possible
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engine valve events and operating conditions would be extremely tedious, if not intractable.

For both schemes, some uncertainty will be present due to theswitching times of the on-

off valves and hydraulic delays in the IFS circuits. A cycle-to-cycle learning control scheme

would be able to find and adjust the timing or displacement at which the control valves are

triggered based on the required performance and the operating point of the system. This would

allow the system to adapt to changes in engine operating conditions, which are likely to change

slowly when compared to the length of the engine cycle. In addition, it would help alleviate the

calibration requirements of a pure open-loop controller, making this type of control attractive

for production-oriented implementation.

By the nature of the system, the three-way valve triggering (u3) must be implemented in the

time (or CAD) domain. The controller presented here is designed to utilize either CAD-based

triggering or position-based triggering foru1 andu2. Experimental results will be presented

for a controller that utilizes CAD-based triggering foru1 and position-based triggering foru2.

Position-based triggering was used foru2 because it offered superior tracking performance

over CAD-based triggering, as it was able to respond to cycle-to-cycle variability in the engine

valve’s return trajectory. CAD-based triggering was used for u1 because it offered similar lift

tracking performance to position-based triggering, with the additional benefit of allowingu1 to

be activated before the valve’s position has moved above thesensor noise level. This facilitates

lift capability lower than the approximately 4-mm limit observed with position-based triggering,

down to approximately 2.2 mm (in the limit of triggeringu1 in advance of the three-way valve

u3).



Chapter 3

Design of Iterative Learning Controller

3.1 Review of Iterative Learning Control

Iterative learning control (ILC) is a control concept basedon the notion that, for systems which

are to perform the same desired act repeatedly, informationfrom past executions (also referred

to as runs, passes, trials, iterations, or cycles) can be leveraged to improve the system’s perfor-

mance. This is similar to the idea of “practice makes perfect” in humans, in which repetition of

an action leads to improved execution of that action.

The idea of ILC is similar to that of repetitive control, withthe important distinction that ILC

is used for discontinuous operation, whereas repetitive control is used for continuous operation.

That is, in ILC, the system is allowed to return to the same initial conditions (or initial conditions

within some ball of uncertainty about the nominal initial conditions) between each run. This

is often interpreted as a reset-and-rest action. One example of this is a fully-flexible valve

actuation system, such as that described in Chapter 2: the system will execute a valve event,

in which the engine valve opens to some desired lift and closes after a desired amount of time.

The valve then waits for approximately three-fourths of theengine’s cycle (540 CAD) at the

seated, stationary position before it executes another valve event; the valve thus starts from

the same initial conditions each time. Conversely, in repetitive control, each run immediately

follows the run before, with the initial conditions of thenth run equal to the final conditions

of the (n − 1)st run. The mathematical approaches to these two control methodologies are

consequently different from each other, but the idea of achieving convergence to a repeating

desired trajectory using information from past cycles is a commonality between the two.

11
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The term ILC was first coined by Arimoto, et al. in a 1984 paper [15] showing its application

to a robot manipulator. This is a common application of ILC, due to the repetitious motion many

robots (for example, those that work on assembly lines) execute. Arimoto’s controller was of

the form

ui (t) = ui−1 (t) + Lėi−1 (t) , (3.1)

whereu is the system input,L is the learning gain (which may be a matrix, depending on the

dimensionality ofu ande, and may also be a function of timet), andė is the time derivative of

tracking error. Subscriptsi andi − 1 indicate the current and previous iteration, respectively,

andt represents time (either continuous or discrete), which ranges from0 to T (the length of

the iteration) during each iteration. The time derivative of the error signal from the previous

cycle is thus multiplied by a gain and added point-wise to theinput signal from the previous

cycle, giving the input signal for the current cycle. This learning law is often referred to as

“Arimoto-type” or “D-type” [16], the latter due to its use ofthe time-derivative of the error.

The learning algorithm in Eq. (3.1) guarantees error convergencelimi→∞ ei = 0 when ap-

plied to a linear, time-invariant, continuous-time systemwith state-space representation{A,B,

C,D} as long as the matrix productCB is non-singular, some initial conditions requirements

are satisfied, and‖I − CBL‖i < 1 (here, subscripti denotes the induced operator norm)

[15, 16, 17]. Note that this convergence criterion does not include the system’sA matrix,

implying that this is a useful control form for systems in which theA matrix is uncertain.

Another learning control law, the “P-type” (so called because it uses the error signal, rather

than its time derivative), takes the form

ui (t) = ui−1 (t) + Lei−1 (t) . (3.2)

Note that, somewhat confusingly, that algorithms given in Eqs. (3.1) and (3.2) are both inte-

gral in nature in the iteration (ori) direction, although they are derivative and proportional,

respectively, in the time direction.

Proportional and derivative actions in the iteration direction are also possible in what is

often called “higher-order” ILC [18], in which the errors from multiple previous iterations are

used. A general equation for higher-order ILC is given in Eq.(3.3):
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ui (t) = ui−1 (t) +
N∑

k=0

Lkei−k (t) , (3.3)

where N is the order of the ILC and Lk is the learning gain on the (i− k)th error. This learning

law also introduces another possibility in ILC: the use of current-iteration error. Clearly, when

k = 0 in the summation, the current (ith) error is used. This is similar to combining a traditional

feedback controller with ILC. This structure is useful in that is allows the ILC to reject repeating

disturbances (which occur each iteration), while allowing the feedback controller to reject non-

repeating disturbances [19].

Due to the nature of ILC, which utilizes information from past iterations, it is possible to im-

plement what is sometimes referred to as “non-causal” learning [16, 19]. A learning algorithm

is defined as “causal” if ui (t) depends only on ui−k (h) and ei−k (h) for k ≥ 0 and h ≤ t, and

non-causal otherwise. Thus, to construct the input for the current cycle at a given moment in

time t, a non-causal learning algorithm is allowed to utilize information from times later than t

in past cycles. Unlike the traditional definition of non-causality, a non-causal learning algorithm

is implementable in practice, since this “future” information is available, because the previous

cycles have already completed. A non-causal learning algorithm is thus able to pre-emptively

respond to repeating disturbances, because it is able to “see” past the current time horizon t

when planning the current output ui (t).

As discussed in [19, 20], some ILC algorithms take the form

ui (t) = Q [ui−1 (t) + Lei−1 (t)] , (3.4)

where Q is called the Q-filter. This filter can act to select the frequency range over which

learning is carried out; for example, if Q were a low-pass filter, it would allow learning on

low-frequency components of the error (e.g., long-term drift) while blocking learning on high-

frequency components (e.g., sensor noise, from which it is not profitable to learn, as it is a

non-repeating disturbance). [17, 19] present convergence criteria which help guide the design

of Q and L for this general type of ILC.

Another type of iterative learning control is known as “point-to-point”, in which a terminal

error measurement ei−1 (T ) is made and is then used to modify the input signal ui (t). One

example of this is given in [18] to control a rapid termal processing chemical vapor deposition
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(RTPCVD) process carried out on silicon wafers. Due to the nature of the RTPCVD, makingin

situ measurements of deposition thickness and wafer temperature are impractical in a production

setting. It is, however, possible to measure the terminal deposition thickness (i.e., the thickness

of the deposited film at the end of the process), which is the primary process output of interest.

By representing the control signal (in this case, the lamp power) as a linear combination of a

predetermined piecewise continuous functional basis, thecontrol signal for each iteration can

be calculated by using the terminal error from the previous iteration to update the coefficient

vector, rather than using an entire error signal. Another example of this type of control is given

in [21], in which the final positioning error of a car-like robot is used to update the steering and

velocity inputs to drive it to a desired final location over a number of iterations.

This point-to-point ILC concept is germane to the current system to be controlled; recall

that the FFVA system with IFS described in Chapter 2 is structured such that it does not track

a precise desired valve profile; rather, it can alter the valve profile’s timing, lift, duration, and

seating velocity by changing the triggering timings of the two-state valves{1}, {2}, and{3},

which affect the engagement of the hydro-mechanical feedback loop. The precise trajectory of

the valve – which is less important than lift, timing, and duration from the perspective of engine

control – is determined by these triggering timings and by the design of the IFS. This enables

the simplification of external controls, but also means thatthe tracking error over the entire

valve profile is not available; instead, valve profile parameters such as timing, duration, lift, and

seating velocity, which are scalars, can be measured duringeach valve event and compared with

desired (scalar) values.

However, the current control problem differs from the point-to-point ILC concept in that the

inputs to the current system are also scalars rather than time signals for each iteration; that is,

the external control inputs to the FFVA system with IFS are the on- and off-triggering timings

for the three two-state valves{1}, {2}, and{3}, which change only once per cycle, whereas

the control inputs to the systems in [18, 21] are time signalsgoing from0 ≤ t ≤ T for each

iteration, as is more common in ILC. In other words, in the present system, inputsui, outputs

yi, and errorsei are scalars for each iteration; they are functions of iteration only and not of

both iteration and time within each iteration (compare, forexample, the notationui (t) as used

in Eqs. (3.1)-(3.4)).

The desired outputyd need not be constant each iteration; rather, as shown in [18,19], it

is sufficient if the rate at whichyd,i changes with iterationi is sufficiently small. This is a key
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point for the current control problem, as the desired operation of the engine valve will, in fact,

change with engine operating condition; if it did not, it would no longer possess the flexibility

that makes an FFVA system desireable. It will be seen later in this chapter that the present

controller further alleviates this requirement by calculating error as ei−1 = yd,i − yi−1; that is,

the error ei−1 used in modifying the input for the current (ith) iteration (as seen, for example in

Eq. (3.2)) is calculated using the actual output from the previous iteration and the the desired

output from the current, rather than previous, iteration. This allows the ILC to pre-emptively

modify the current iteration’s input from the previous iteration’s input in order to reach the

desired output for the current iteration.

Additional information about ILC, including extensive literature surveys and theoretical

discussions, can be found in [16, 17, 18, 19, 20, 22, 23]. Examples and demonstrations of

applications of ILC can be found in [10, 15, 18, 19, 21].

3.2 Control Overview

An iterative learning controller (ILC) was designed to increase the system’s robustness and

tracking performance. Since the behavior of the plant when the IFS is active is fixed by de-

sign, the controller can affect the output only by altering the state of the plant when the hydro-

mechanical feedback is activated. Effectively, the external controller sets the times at which

the IFS becomes active, thus setting the initial conditions from which the internal feedback

loop will operate. The present external controller is therefore an iterative learning controller for

initial conditions of the fixed hydro-mechanical internal feedback mechanism.

Fig. 3.1 shows a block diagram of the proposed ILC architecture in which the complete

dynamical model of the plant, including the valve actuator and the internal feedback spool

valve, is presented as derived in [14]. The states x1, ..., x9 correspond to the actuator position

and velocity, pressures in the actuator chambers a, a1, a2, spool position and velocity, and the

pressures in the spool valve chambers s1 and s2, respectively. Ma and Ms are the masses of

the actuator and the spool, respectively. Aa, Aa1 , Aa2 , As1 , As2 are the cross-sectional areas

of the various chambers in the actuator and the spool valve as shown in Fig. 2.1. Fpre, Ka,

Ks, ba and bs are the actuator preload force, spring stiffness, and damping associated with the

actuator and the spool. The x∗s correspond to the clearances in the various chambers. Aspool

is the instantaneous orifice area across the spool valve. The Qs refer to the flow rates between
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various chamber as shown in Fig. 2.1 and are calculated usingthe orifice equation. A detailed

description of the mathematical model, design parameters,and analysis of the internal feedback

mechanism is presented in [14].
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ẋ2 = (x3 · Aa + x4 · Aa1
− x5 · Aa2

− Ka · x1 − ba · ẋ2 − Fpre) /Ma
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Figure 3.1: Block diagram of the proposed iterative learning controller
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Figure 3.2: Valve event performance parameters for a given cycle

The ILC affects the performance of the system by calculatingthe triggering timingsu1, u2,

andu3 for the three valves during engine valve opening and closing, which sets the initial con-

ditions for all the nine states. The outputs of the plant (lift, closing time, and seating velocity)

are then calculated at the end of each cycle. Fig. 3.2 shows a typical valve position and velocity

trace and the corresponding valve event performance parameters. This output is used by the

ILC to adjust the control input for the subsequent cycle to achieve the desired performance.

3.3 Lift controller

Lift is calculated by averaging the actuator’s position over the 1.5 CAD prior to turning off the

three-way valve as shown in Fig. 3.2. This averaging makes the lift measurement more robust

to sensor noise. A proportional-type ILC as shown in Eq. (3.5) is implemented for lift tracking.
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u1 (n) = u1 (n − 1)
ωe (n)

ωe (n − 1)
+ K1

ωe (n)

ωe,ref

[ldes (n) − lact (n − 1)], (3.5)

whereu1 is the time (in CAD after the opening of the three-way valve) at which on-off valve

{1} is closed,ωe is the engine speed (in revolutions per minute [RPM]),K1 is the proportional

learning gain,ωe,ref is the reference engine speed at which the gain was calibrated (in this

case, 2000 RPM) andl is the lift (both desired and actual). The indicesn and n − 1 are

used to represent the current and previous cycles, respectively. Note that the desired lift for

the current cycle and the actual lift for the previous cycle are used to calculate the error term.

This is somewhat atypical, and allows the elimination of most lag from the lift tracking. It

will be seen that a similar strategy is used on the seating-side controller described in the next

section. Also note that theωe terms scale bothu1 (n − 1) andK1 with engine speed to ensure

proper behavior (since the length of one CAD scales with engine speed).K1 is chosen as

[∆lact/∆u1]
−1 CAD/mm where[∆lact/∆u1] is the slope of the line approximating the data

from open-loop tests relating the triggering timing ofu1 and the valve liftlact at the reference

engine speed. It would also be possible to update this gain inreal-time to compensate for

changes in the supply pressure. Fig. 3.3 shows the performance of the controller for tracking a

step change in lift for different values of the learning gainK1.
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Figure 3.3: Transient tracking performance for a step change in lift with different gain values
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3.4 Seating controller
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Figure 3.4: Effect of initial conditions on the system trajectory

The valve is considered to be seated at the instant when the actuator crosses 0.1 mm going

downward. This slight offset is used to ensure that the sensor noise does not affect the calcula-

tion of closing time. The crankshaft position (in CAD) at thetime when this crossing occurs is

reported as the closing time. The actuator velocity is calculated by numerically differentiating

the position data. The actuator velocity corresponding to the closing time is reported as the

seating velocity. This is illustrated in Fig. 3.2.

The initial conditions of the IFS during valve closing will be disturbed by changes in valve

lift. As the lift increases, the actuator velocity for the same triggering position will increase.

This changing actuator velocity along with the on-off valvedelay time will affect the seating

behavior of the system. This can be seen in Fig. 3.4(a), wherethe valves are triggered at
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2.55 mm for all cases, returning from varying lifts. Hence, the on-off valve timing needs to be

adjusted to compensate for these variations to ensure desired seating behavior. The three-way

valve will also need to be adjusted to compensate for the varying amounts of time the engine

valve will require to return from different lifts. Fig. 3.4(b) shows the effect of varying triggering

timing when returning from a constant lift (in this case, 6 mm). It can be seen that the valve

takes a longer time to seat at lower seating velocities. The three-way valve off triggering timing

can be used to compensate for this effect as well.

The system exhibits an inherent tradeoff between seating velocity and variability in closing

time. It can be seen in Fig. 3.5 that the variability in closing time increases as the seating

velocity decreases and as lift increases. In general, the seating velocity is allowed to increase

with engine speed, and since high lifts are required only forhigh engine speeds, the system will

never operate in the high-variability regions on the plot. There is also an optimal point at each

operating condition at which the seating velocity is as low as possible while maintaining the

closing time variability near the system’s inherent limit.
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Figure 3.5: Tradeoff between closing time variability to seating velocity

To identify that optimal operating point, an auxiliary variable (vaux) for the desired seating

velocity is calculated online and updated using the following equation:
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Figure 3.6: Block diagram of the feed-forward + feedback controller for seating behavior

vaux (n) = vmax,des (n) +
1

20

20∑

k=1

|vaux (n − k) − vact (n − k)| (3.6)

(3.7)

wherevmax,des is the upper bound on seating velocity,vact is the actual observed seating ve-

locity, n is again the index corresponding to the current cycle, andk is an index of summation.

Higher seating variability will tend to increase the value of vaux, while any velocities greater in

magnitude than the desired threshold will act to decrease it. The value fork was chosen as 10,

to minimize oscillation invaux while having the best possible transient response. Please note

that all seating velocity values are negative by convention, as seen on the x-axis of Fig. 3.5.

This algortihm looks back at the mean magnitude of seating velocity error over the past

20 cycles. This mean error magnitude can be viewed as an estimate of the one-sided variability

for seating velocity tracking. The algorithms takes this variability and adds it to the current

seating velocity bound (which is negative in sign, as discussed above). This is the the value of

vaux for the current cycle, which is designed to set the mean seating velocity over several cycles

such that the seating velocities which are highest in magnitude (i.e., most negative), fall mostly

below the desired bound. The seating controller discussed below will then attempt to track this

value ofvaux. This control architecture is more practical since the maximum velocity threshold

can be set for each lift and/or engine speed to satisfy noise and wear concerns.
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Figure 3.7: Calibration surfaces for the feed-forward components of the controller

Fig. 3.6 shows the block diagram of the proposed seating controller that contains both feed-

forward and feedback terms to compensate for the variation in initial conditions for the seating-

side IFS due to lift variation and to account for the coupled effect of the closing time and seating

velocity between the on-off and the three-way valves. The control inputs are calculated using

the following equations:

u2(n) = u2,fb(n) + u2,ff (n)

u2,fb(n) = u2,fb(n − 1) + K2 · [vaux(n) − vact(n − 1)] (3.8)

u2,ff(n) = FF 2(le, vaux)

u3(n) = u3,fb(n) + u3,ff(n)

u3,fb(n) = u3,fb(n − 1) + K3 · [tdes(n) − tact(n − 1)] (3.9)

u3,ff(n) = tdes(n) − FF 3(le, u2(n)),
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whereu2 is the or lift (in mm) at which on-off valve{2} is closed,u3 is the time (in CAD) at

which the three way valve{3} is closed,u2,fb andu2,ff are the feedback and feed-forward por-

tions of the control input for on-off valve{2}, u3,fb andu3,ff are the feedback and feed-forward

portions of the control input for the three-way valve{3}, K2 andK3 are the corresponding pro-

portional learning gains.K2 is chosen experimentally to enablevact to effectively trackvaux.

Since the relationship betweenu3 and tact is one-to-one,K3 can be set to 1 CAD/CAD to

ensure adequate tracking.FF (·) is a surface mapping the inputs to the feed-forward output,

le(n) is an approximation of the lift for the current (nth) cycle based onu1(n) as calculated by

Eq. (3.5), andv andt are the performance parameters (desired and actual) seating velocity and

closing time, respectively. Again, the indicesn andn − 1 are used to represent the current and

previous cycles, respectively.
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Figure 3.8: Experimental data and best-fit curve for lift estimation equation

The feed-forward surfaces for lift-based triggering ofu2 (FF 2) and CAD-based triggering

of u3 (FF 3) are shown in Fig. 3.7(a) and (b) respectively. These feed-forward surfaces were

obtained by performing feedback-only steady-state set-point tracking experiments for different

lifts and desired seating velocities, and using the resulting data to build look-up tables ofu2

andu3. FF 3 has been calibrated at 2000 RPM. For other engine speeds (at which each CAD

represents a different amount of time), it can be scaled appropriately.

The lift estimation equation is an eighth-order polynomialobtained by performing a least-

squares regression on experimental data of valve liftlact versus valve{1} triggering timeu1
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(in CAD at 2000 RPM). These data and the lift-estimator curveare shown in Fig. 3.8. In the

controller, the inputu1 is scaled from the current engine speed to 2000 RPM to ensure that only

one such estimation curve is needed.



Chapter 4

Review of Non-throttled Engine Load

Control

One main source of efficiency loss in the spark-ignition (SI)ICE is pumping loss, caused by

how its load (energy output) is typically controlled. An SI engine usually must operate near

chemically-correct (stoichiometric) air-fuel ratios dueto combustion stability and emissions

requirements. Decreasing the energy output of an SI engine,which is necessary in mobile

applications due to their varying power demand, requires decreasing the amount of fuel intro-

duced into the cylinder for each engine cycle, and thus requires decreasing the amount of air

introduced into the cylinder as well (to maintain near-stoichiometric operation). In the vast

majority of such engines, this latter point is accomplishedby the use of a throttle valve, which

decreases the pressure, and thus density, of the air introduced to the engine. This, in turn, causes

pumping losses, because the engine must accept fresh chargeat a lower pressure, and then re-

ject exhaust at approximately atmospheric pressure. This pumping loss is shown as the shaded

area in the idealized pressure-volume indicator diagram, zoomed in to focus on the exhaust and

intake strokes, presented in Fig. 4.1.

Controlling the load of the engine without using the throttle valve could significantly reduce

this pumping loss, as the intake pressure would be very nearly equal to the exhaust pressure.

Reducing the pumping loss would lead to an increase in the engine’s thermal efficiency (defined

as the useful work output of the engine divided by the energy content of the fuel used to produce

that work). This concept is referred to as non-throttled engine load control (NTELC). Several

25
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implementations of NTELC have been proposed. A brief surveyof these methods follows.

4.1 NTELC via Lean-Burn Capability

One way to reduce pumping losses is to alleviate the requirement that a stoichiometric air-fuel

ratio be maintained. This would allow the intake of a full cylinder volume of near-ambient-

density air, adjusting the amount of fuel introduced to the cylinder to control the load of the

engine. As noted before, this causes several problems. One major issue is that the spark plug

will not readily ignite the air-fuel mixture when the air-fuel ratio is lean, as under low-load

conditions.

Modern diesel engines circumvent this problem by compressing the air and then using di-

rect injection to spray fuel into the cylinder, where high temperatures ensure autoignition of

the fuel. This combustion, however, is not well-mixed and contains fuel-rich regions, which

leads to higher particulate emissions, and takes place at high temperature, which leads to higher

oxides of nitrogen (NOx) emissions. These require expensive aftertreatment systems to allow
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the engines to operate within environmental regulations. That having been said, modern diesel

engines are more fuel-efficient than their SI counterparts,in part due to the high compres-

sion/expansion ratios used (raising the theoretical efficiency of the diesel engine), and in part

due to the lack of significant pumping losses [24].

Stratified-charge SI engines use appropriately timed direct injection to add the desired

amount of fuel to the cylinder in such a way that a stoichiometric air-fuel mixture is formed

near the spark plug, where it can be ignited, while the rest ofthe cylinder contains a very lean

mixture consisting mostly of air and/or residual exhaust. This again reduces the need for a throt-

tle, and has been introduced in several production automobiles. These engines typically still use

a throttle for some load control, however, as the range permitted by stratified charge operation

is somewhat limited [24]. In addition, the excess air in the exhaust can cause aftertreatment

challenges [3].

A hybrid between SI and diesel combustion is called homogeneous-charge compression

ignition (HCCI). This, again, varies the load of the engine by varying the amount of fuel intro-

duced to the cylinder, while keeping the amount of air relatively constant. Similarly to diesel,

HCCI ignites this lean mixture by compressing it to its autoignition point. HCCI circumvents

the emissions problems of diesel engines by premixing the fuel and air before and during com-

pression. This ensures relatively cool combustion, with few fuel-rich pockets, thus ensuring

NOx and low particulate emissions. However, the control of combustion onset is much more

difficult than in either an SI engine, where it is controlled by spark timing, or in a diesel en-

gine, where it is controlled by the fuel injection timing. This hurdle has so far precluded the

production implementation of an HCCI engine, but it nonetheless shows great promise [8].

A fourth lean-burn technology is referred to as jet ignition. In jet ignition engines, a lean

air-fuel mixture in the cylinder is ignited by a jet of flame. This flame jet is produced in a small

pre-chamber containing a slightly rich, easily-ignitableair-fuel mixture that is ignited by a spark

plug in the pre-chamber. This flame then jets into the main combustion chamber, allowing the

ignition of very lean overall air-fuel mixtures. Efficiency(and thus fuel consumption) benefits

of up to 10-15% and a wide range of achievable loads are claimed [25].
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4.2 NTELC via Intake Regulation

Another way to realize NTELC is to maintain a stoichiometricair-fuel ratio while keeping the

intake charge near atmospheric pressure, regulating the amount of air introduced to the cylinder

by cutting off the intake completely at an appropriate point. This traps the desired amount of

air in the cylinder. This, in turn, varies the net amount of compression the air undergoes, thus

varying the effective compression ratio while maintainingthe expansion ratio as the geometric

compression ratio of the engine. This concept is thus similar to the Atkinson/Miller cycle, and

is sometimes referred to as such [26]. When compared to the Atkinson/Miller cycle, this system

possesses the advantage that it is able to vary the effectivecompression ratio (and the amount

of fresh charge), allowing high specific output comparable to a traditional Otto-cycle SI engine

at high load, while maintaining a high efficiency at light load.

Several methods to close off the intake have been investigated. An additional rotary [26] or

poppet [27] valve can be installed in each intake runner and shut to cut off intake air. This has

the advantage of allowing a conventional cam strategy for the engine’s existing intake valves,

and allows more flexibility in actuation for the secondary valves vis-à-vis controlling the load

with the existing intake valves. This system is thus easily compatible with existing engine

architecture. However, an additional valve is required foreach intake runner of the engine,

which increases mechanical complexity. The volume of air trapped between the secondary and

primary valves causes a reduction in efficiency of, in one example, 20-45%. Even so, fuel

savings of around 5% at part load and 15% at idle are projected[27].

The majority of intake-cutoff NTELC implementations, however, utilize variable valve ac-

tuation to control the intake valve to regulate the amount ofair introduced into the cylinder. J.H.

Tuttle of General Motors published two seminal, much-citedpapers in the 1980s. In the first

of these [28], he investigated using late intake-valve closing (LIVC) as a load control method-

ology. In LIVC, the intake valve is kept open past bottom deadcenter (BDC) of the intake

stroke. As the piston begins to return toward the top dead center (TDC) position, it will push

out some fresh charge back through the intake valve into the intake manifold. When the intake

valve closes, it will trap an amount of fresh charge in the cylinder related to the volume of the

cylinder when the intake valve closes. Tuttle reported fuelsavings of up to 6.5%, and the ability

to achieve a 56% decrease in load by keeping the intake valve open 96 additional CAD. How-

ever, retarding the closing of the intake valve by much more than this produced a decrease in
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the thermal efficiency of the engine due to higher burning-time losses, so a throttle was deemed

necessary to achieve load reductions of higher than 56% [28].

The second of Tuttle’s papers [29] covers early intake-valve closing (EIVC), in which the

intake valve is closed before the piston reaches BDC of the intake stroke. The amount of fresh

charge in the cylinder is related to the volume of the cylinder at which the intake valve is

closed. This poses a slight inherent theoretical advantageover LIVC in that pumping losses

will be encountered only drawing fresh charge into the cylinder past the intake valve, whereas

these valve flow losses are encountered both in drawing a large volume of fresh charge into the

cylinder and in expelling some of that fresh charge back out past the intake valve. Tuttle shows

that over 200 CAD of range in intake valve closing timing is needed to reduce the load to 20%

of maximum, deemed enough to do away with the throttle. A possible disadvantage of this

method is the potentially high valve accelerations necessary to achieve sufficiently short valve

durations, especially at high engine speeds. This, combined with the wide range in intake valve

closing timing necessary, poses some actuation challenges, but fuel economy improvements of

up to 10% are observed, with improvements up to 7% in a typicalroad-load scenario. Tuttle

also claims that a lower idle speed is made possible, which opens an additional avenue to fuel

savings [29].

In his papers, Tuttle used a series of specially-designed camshafts of fixed geometry to

investigate the effects of changing load. To implement EIVCor LIVC in a production engine,

a mechanism for varying the intake valve timing is needed. BMW’s Valvetronic system utilizes

simultaneous cam phasing (which changes the CAD at which peak intake valve lift is achieved)

and continuously variable lift (which also changes valve duration, but not independently) to

achieve NTELC, with a claimed fuel savings of up to 20% at low load, and approximately

10% overall [3]. The similar Uni-Valve system has demonstrated additional benefits from also

varying the lift, duration, and phasing of the exhaust valve, which the authors claim can optimize

in-cylinder turbulence to increase combustion stability even with high residual gas fractions

[30].

Fiat’s Multi-Air system, which uses a camshaft coupled to the intake valves through a hy-

draulic system, is even more flexible in its possible intake valve profiles. A high-tech, ethanol-

fueled direct-injection, turbocharged engine with Multi-Air has uses 40% less fuel energy in

a simulation of the New European Driving Cycle than a conventional engine of similar power

output. By itself, Multi-Air has a 10% fuel consumption benefit on a gasoline engine, with
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savings of up to 15% at low loads [31].

The disadvantage to these cam-based variable valve actuation systems is that a high de-

gree of mechanical complexity is required to grant flexibility to the inherently inflexible cam.

In addition, achieving the high range of variability in intake valve profiles that is required for

NTELC is difficult in such systems, and completely independent variation of valve timing, dura-

tion, and maximum lift has not yet been demonstrated in a cam-based framework. The solution

is to eliminate the cam and use individual actuators on each engine valve. Such a system is

referred to as “camless” or fully-flexible valve actuation (FFVA). Most FFVA implementations

use either electro-mechanical [3], electro-pneumatic [32], or electro-hydraulic [12] actuation.

[33] presents simulation results demonstrating the use of amodel-based controller to determine

valve event paramters for non-throttled load control of a camless engine. Expected average ef-

ficiency improvements with FFVA due to NTELC alone are expected to be around 11%, fairly

similar to the cam-based systems discussed above. However,the additional flexibility grated by

FFVA can also enable many other operating benefits, as discussed in Chapter 1.



Chapter 5

Vehicle Load Demand Analysis and

Non-throttled Engine Load Control

For an engine utilizing an FFVA for NTELC, the lack of a mechanical connection between

the engine’s crankshaft and valves, and the lack of a throttle valve, an interpretation from the

driver’s command (at the accelerator pedal) to the desired valve trajectory parameters is re-

quired. It is assumed in the following analysis that the desired acceleration is knowna priori; in

reality, it would have to be calibrated based on acceleratorpedal position and vehicle operating

conditions (vehicle speed, engine speed, etc.). This chapter will discuss a general procedure

for determining the desired valve trajectory parameters. Fig. 5.1 shows the architecture of this

NTELC via FFVA framework.
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Figure 5.1: Block diagram of NTELC via FFVA framework

Each block in Fig. 5.1 will be discussed in more detail in the following sections. As a

realistic example of typical driver input, the Environmental Protection Agency’s Federal Test

Procedure (FTP) driving cycle [34] is used; it is 1875 s (31 minutes, 15 seconds) long, with a

maximum speed of 56.7 miles per hour (mph) and a mean speed of 21.21 mph, and is intended to

31
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represent urban conditions. The FTP cycle is presented as a time-versus-speed trace, as shown

in Fig. 5.2.
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Figure 5.2: Plot of vehicle speed vs. time for the FTP cycle

5.1 Vehicle Load Demand Analysis

Vehicle load demand analysis consists of determining the required force (or torque) at the

wheels for a vehicle at a particular driving condition. Vehicle load analysis has been inves-

tigated in [35, 36, 37]. In general, the force at a vehicle’s wheels (often referred to as the

tractive effort, orTE), consists of four components:RR, the rolling resistance;WR, the wind

resistance (or aerodynamic drag);GR, the grade resistance (or force required to climb a grade

against gravity); andAR is the acceleration resistance (or inertial load). The formulae forTE

and for each of these components are given in Eq. (5.1) below:

TE = K1Mvg cos(θ)
︸ ︷︷ ︸

RR

+
1

2
ρaCDAfv2

︸ ︷︷ ︸

WR

+ Mvg sin(θ)
︸ ︷︷ ︸

GR

+

[

Mv +
Jw

r2
r

+
Jpr

2
f

r2
r

+ (Jt + Je)
r2
f r2

t

r2
r

]

a

︸ ︷︷ ︸

AR

,

(5.1)

whereK1 is the dimensionless rolling resistance coefficient,Mv is the vehicle mass,g is the

acceleration due to gravity,θ is the grade (the angle the road makes with the horizontal, with

positive angle being an uphill slope),ρa is the density of the atmosphere,CD is the drag co-

efficient of the vehicle,Af is the vehicle’s frontal area,v is the vehicle speed,Jw, Jp, Jt, and
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Table 5.1: Vehicle parameter values used in load demand analysis
Parameter Value(units) Parameter Value(units)
K1 0.015 [35, 36] AF 14.6
Mv 1500 (kg) Vd 2.0 (L)
ρa 1.204 (kg/m3) pa 1.01325 · 105 (Pa)
CD 0.3 Ta 293.15 (K)
Af 2.35 (m2) p0 1.06 · 105 (Pa)
Je, Jt, Jp, Jw 0 (kg · m2) T0 1000 (K)
rr 0.325 (m) cd 0.6
rf 3.37 Ra 287.058 (J/kg · K)
ηt 0.853 [38, 39] rcs 1.7
ηf 0.961 [36, 37] s 7.62 · 10−2 (m)
Ki,0 140(RPM/

√
lb · ft) [39] b 9.14 · 10−2 (m)

n 4 r 10.0
ec 4.4 · 107 (J/kg) nv 2
dv 3.29 · 10−2 (m) β 45◦

w 1.5 · 10−3 (m) d 2.99 · 10−2 (m)
ds 6.3 · 10−3 (m)

Je are the rotational inertias of the wheels, propshaft, transmission, and engine, respectively,

rr is the rolling radius of the wheels,rf andrt are the final-drive and transmission ratios, re-

spectively, anda is the vehicle acceleration. The four forward transmissionratios are given by

[2.393, 1.450, 1.000, 0.677].

The above equations are used to calculateTE every 0.02 s from the FTP cycle discussed

above. The vehicle acceleration was calculated from numerically differentiating the FTP cycle

data. Lacking any other information, the grade angleθ is assumed to be a constant zero, a

reasonable approximation for urban driving in many cities.Thus theGR term in Eq. (5.1)

will be ignored for the rest of the analysis. An additional simplification was made in ignoring

driveline inertia by settingJw, Jp, Jt, andJe to zero; thus the acceleration resistance term in

Eq. (5.1) reduces toMva. Other relevant vehicle parameters can be found in Table 5.1, with

parameter meanings described throughout this chapter. In general, parameters were selected to

reflect a typical modern compact to midsize car (C- to D-segment). The engine was selected

as a typical 2.0-liter four-cylinder engine with four valves per cylinder and a maximum torque

output of200 N·m.
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5.2 Engine Speed and Load Calculation

Once TE has been calculated, the operating point of the engine (speed and torque/load) must

be calculated at each time step. The engine speed (ωe) is related to the vehicle speed (v) by

Eq. (5.2), below.

ωe =
rfrt

rr

v (5.2)

Furthermore, the engine brake torque output (τb) is related to the force at the wheels (TE)

by Eq. (5.3):

τb =
rr

rfrtηtηf

TE. (5.3)

Here,ηt is the transmission efficiency andηf is the final-drive efficiency, i.e. the ratio between

engine output power and the power applied at the wheels. Notethat Eqs. (5.2) and (5.3) require

the transmission ratiort, which will change as a function of driving condition, to calculate the

engine speed and torque output. In fact, many automatic transmission shifting schedules operate

using vehicle speed and percent throttle as inputs. An iterative method is used to determine the

gear (and thus the transmission ratio) and the engine speed and load. As the FTP cycle begins

at a vehicle speed of zero, the vehicle can be assumed to startin first gear. This assumption is

used to calculate the engine speed and load for the first time step. These are then fed into an

engine output map (shown in Fig. 5.3) to determine the required percent throttle to produce the

required engine torque at the required engine speed. This percent throttle, along with the vehicle

speed, is fed into transmission logic from a typical automatic transmission with four forward

speeds, which determines the shift command (upshift, downshift, or stay in current gear) based

on these inputs. Note that the percent throttle is calculated only for the purpose of determining

gearshifts. This process is repeated at each time step, using the gear commanded in the previous

time step to determine engine speed and torque, as well as theshift command for the current

time step (which will be used in the next time step).

Gear shifts were assumed to be 0.7 s in duration. Specific gearshift mechanics are ignored;

the transmission ratio is assumed to shift linearly betweengears over this time interval. This

iterative solution method has the possibility to give rise to some errors, but because the sim-

ulation time step (0.02 s) is significantly smaller than boththe gear shift duration (0.7 s) and
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Figure 5.3: Engine output map used in simulation. Contours represent lines with constant
percent throttle as labeled

the time difference between consecutive points in the FTP specification (0.1 s), such errors are

expected to be insignificant.

Engine speed is not allowed to go below the idle set-point, here assumed to be 600 RPM.

It is assumed that vehicle speeds requiring lower engine speeds will either lead to a downshift,

or that the transmission’s torque converter will begin to slip, allowing the engine to maintain its

minimum speed. At other conditions, the convertor is assumed to be locked so that the output

speed of the engine is equal to the input speed to the transmission’s planetary gear set.

Similarly, the engine torque is not allowed to go below an assumed minimum torque re-

quired to overcome torque converter drag at idle. At idle, the maximum torque input possible

to the stalled torque converter before it begins to move is determined by Eq. (5.4) [36]:

τb =

(
ωe

Ki,0

)2

, (5.4)

where engine speedωe is in RPM, engine torqueτb is in lb·ft, andKi,0 is the input capacity

factor for the torque convertor at a speed ratio (output/input) of zero, corresponding to a stalled

condition. For an idle speed of 600 RPM, the maximum stall torque for a modern torque con-

vertor is approximately 18.4 lb·ft (or about 25 N·m). An idle torque slightly lower than this

threshold is used as the minimum torque output of the engine;in this case, 20 N·m is used.
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This analysis ignores the possibility for the engine to be motored by the wheels in decel-

erating conditions. This is not seen as problematic, as fuelcutoff can be used during these

conditions, meaning that NTELC does not have to be utilized to provide an appropriate amount

of air to the cylinders. The engine valves could be left open or closed, or could even alter their

timing to provide increased engine compression braking, insuch conditions. More detailed

treatments of vehicle load analysis and determination of engine speed and torque can be found

in [36] for conventional, throttled engines. This analysistakes more real-world factors into

consideration, such as the variation of driveline efficiency with operating condition and more

detailed behavior of the torque convertor.

5.3 Required Air Mass Calculation

Once the engine speed and output torque have been calculated, the required air mass must

be calculated, in order to allow calculation of the requiredvalve parameters in the next step.

Eq. (5.5) is used in this analysis.

τb = ηth

n

4π
ec

ma

AF
(5.5)

Here,ηth is the thermal efficiency of the engine (defined as the ratio between brake work output

and fuel chemical energy input),n is the number of cylinders in the engine,ec is the lower

heating value of the fuel, which represents the fuel’s chemical energy content,ma is the mass

of air that must be present in each of the cylinders, andAF is the air-fuel ratio. It can be noted

thatma/AF represents the mass of fuel burned in each cylinder in one engine cycle,ecma/AF

represents the fuel energy present in each cylinder, andnecma/AF represents the fuel energy

burned by the entire engine over one full engine cycle (two revolutions of the crankshaft for a

four-stroke engine).

A brake-specific fuel consumption (BSFC) engine map is used,which gives BSFC (fuel

mass per brake energy output) as a function of engine torque and speed. BSFC can be converted

to thermal efficiency by Eq. (5.6):

ηth =
3.6 · 106

ecBSFC
. (5.6)
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The factor of3.6·106 is included to account for units, whenec is in J/kg andBSFC is expressed

in g/(kW·h), as is typical. The brake torque was converted to brake mean effective pressure

(BMEP) using Eq. (5.7) (applicable to four-stroke engines), and BMEP was used to look up

thermal efficiency at each time step. BMEP was used as a usefulquasi-nondimensionalization

(because peak BMEP does not vary significantly with engine size for similar types of engines)

to help ensure algorithm generality for many specific engines.

BMEP =
4πτb

Vd

, (5.7)

whereVd is the total engine displacement volume. Fig. 5.4 shows the thermal efficiency map

versus engine speed and BMEP.
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Figure 5.4: Thermal efficiency map used to determine required air mass. Contours represent
lines with constant thermal efficiency as labeled

With the thermal efficiency being now determined at each timestep, the mass of air required

in each cylinder can be solved for. Substituting Eq. (5.5) into Eq. (5.7),

BMEP =
ηthnecma

VcAF
, (5.8)

whereVc = Vd/n is the displacement volume of each cylinder. At this stage,ma was nondi-

mensionalized: normalized air massma,n is defined as the ratio of the mass of air in the cylinder

to the mass of air at ambient density occupying one cylinder displacement volume. That is,
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ma,n =
ma

ρaVc

=
BMEP · AF

ρaηthnec

. (5.9)

This term is similar in form and meaning to the volumetric efficiency typically associated with

throttled SI engines, but differs in that a lowerma,n decreases the brake output of the engine

without leading to substantially increased pumping work.

5.4 Valve Duration and Lift Calculation

Once the normalized air mass is calculated, the valve parameters to be tracked by the FFVA

control system must be determined. There are three primary degrees of freedom to FFVA: valve

timing, duration, and maximum lift. To simplify the dimensionality of the problem for current

purposes, valve timing was fixed so that intake valve opening(IVO) took place at 15 CAD

before top dead center (TDC), which is fairly typical for conventional, cam-driven valvetrains

[24, 40].

A further simplification was made to link maximum valve lift to engine speed; lift was set

to vary linearly between 3 mm at idle speed (600 RPM) and 8.2 mmat the maximum engine

speed encountered over the FTP cycle (2500 RPM). This was done with the rationale that little

throttling will occur across the intake valve at low engine speeds, even for low valve lifts. Using

the lower valve lifts allowed at these speeds will decrease total valvetrain power consumption.

As engine speed increases, higher valve lifts are needed to ensure that air flow through the intake

valve is still relatively free. A maximum lift of 8.2 mm was chosen because the equation forAm

in [40] (also, see Eq. (5.13) and Fig. 5.7) indicated that theminimum flow area of the valve will

not increase any further beyond that lift for the specific valve geometry used in the simulation.

The only remaining valve parameter that must be calculated is thus valve duration. To

account for cylinder filling dynamics, a simulation was carried out over the two dimensional

[engine speed, valve duration] space. Based on maximum valve lift (determined by engine

speed, as discussed above) and valve duration, an approximate valve lift profile as a function of

CAD was constructed. Example profiles with 225 CAD duration and different engine speeds

(and thus different lifts) are illustrated in Fig. 5.5.

The amounts of time it takes for the valve to reach maximum lift and to return from max-

imum lift, expressed as a function of lift, were determined by experiments on the system de-

scribed in Chapter 2. These relationships will depend largely on supply pressure, return spring
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Figure 5.5: Example valve profiles at three different enginespeeds

stiffness, and system design. As engine speed increases, each CAD represents a smaller amount

of time, and the valve takes a longer amount of time to reach maximum lift (because lift in-

creases with engine speed). There is thus a minimum durationachievable for at each engine

speed. In Fig. 5.5, this is shown by the profile at 2600 RPM, where the opening and closing

flanks of the valve profile meet in the middle with no dwell at maximum lift separating them.

Next, the induction process was modeled in a discrete-time simulation. Assumptions used

were as follows:

1. Fresh charge is considered to be air at ambient conditionspa, Ta (see Table 5.1).

2. Incoming fresh charge mixes thoroughly with the cylindercontends (initially the cylin-

der volume at IVO of residual atp0, T0 [see Table 5.1], representing typical in-cylinder

conditions at the end of the exhaust stroke).

3. The valve geometry is according to [40], as discussed below in Eq. (5.13).

4. The discharge coefficientcd is constant throughout the valve’s entire lift travel (see Ta-

ble 5.1).

5. Incoming fresh charge and residual are pure air, an ideal gas with temperature-dependent

specific heat ratio as given in [41].
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6. Inertial effects are ignored.

7. Pressure equilibrium is maintained within the cylinder.

8. No chemical reactions take place during the intake process.

9. Piston motion is described by crank-slider geometry withdimensions as discussed earlier.

10. Engine speed is assumed to be constant over the entire intake stroke.

11. Temperature in the cylinder at each time step is determined by the mass-weighted average

of the current temperature of the cylinder contents and the temperature of the air entering

the cylinder during the current time step. During backflow conditions, the temperature in

the cylinder remains constant.

In the simulation, the mass flow through the valve was modeledusing Eqs. (5.10):

ṁa = cdAm

pu√
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Ψ
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, γu
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(5.10)

whereṁa is the mass flow rate through the valve at a particular instant, cd is the discharge

coefficient,Am is the minimum flow area through the valve,p denotes pressure,Ra is the

specific gas constant for air,T denotes absolute temperature,γ is the specific heat ratio of the

gas, and subscriptsu andd refer to upstream and downstream conditions, respectively.

The simulation was set up to allow flow in both directions through the valve depending on

whether the in-cylinder pressure was higher than that outside the intake valve. The tempera-

ture of the charge in the cylinder was calculated as described in assumption 11 above. The

pressure in the cylinder was then calculated using the idealgas law and the mass in the cylin-

der, the temperature of the cylinder, and the volume of the cylinder. The cylinder volumevcyl

was calculated at each time step based on cylinder, crank, and connecting-rod geometry from

Eq. (5.11):

vcyl =




1

2
+ rcs − cos (θe) /2 −

√

r2
cs −

sin2 (θe)

4




πsb2

4
+ vc, (5.11)
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wherercs is the connecting-rod-to-stroke ratio,θe is the current engine crank position,s is the

engine stroke,b is the engine bore, andvc is the clearance volume of the cylinder (i.e., cylinder

volume at TDC), determined by Eq. (5.12):

vc =
Vc

r − 1
, (5.12)

wherer is the compression ratio of the engine. The minimum flow area through the valveAm

was calculated using the calculated valve lift trajectory and typical valve geometry and area

formula as set forth Eq. (5.13) [40] at each time step:

Am =




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πnvlact cosβ
(
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√
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+

√
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π
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s

)
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√
(

d2
−d2

s

4(dv−w)

)2

− w2 < lact,

(5.13)

wherelact is the desired valve lift at the current time step,nv is the number of identical intake

valves per cylinder,dv is the valve head diameter (equal to the outer seat diameter), β is the seat

angle,d is the inner seat diameter (equal to the inner port diameter), w is the seat width (equal

to 1

2
(dv − d)), andds is the valve stem diameter. The geometrical meanings of eachof these are

illustrated in Fig. 5.6, and typical values as described in were used for all of these parameters,

as described in [40] and given in Table 5.1. See Fig. 5.7 for a plot of total minimum flow area

(that is, including both intake valves) versus valve lift for the parameters used in the simulation.
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Figure 5.6: Valve geometry schematic, adopted from [40]
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Figure 5.7: Minimum valve flow area as a function of valve lift. Vertical lines indicate transi-
tions between flow regimes as listed in Eq. (5.13)

This simulation gave the normalized air mass for the full range of engine speeds and valve

durations, which was then recorded in a look-up table. Theseresults are presented in Fig. 5.8,

with the symbol on each trace denoting the earliest possibleIVC under the FFVA system as-

sumptions used. Note that, at high engine speeds, lowma,n are not achievable by EIVC due to

the actuation constraints of the valve. Two different strategies were therefore used in the main

NTELC via FFVA simulation to calculate valve duration. The first utilized a hybrid EIVC/LIVC

strategy, in which the intake valve would close early if the desiredma,n was achievable by
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EIVC, and would close late otherwise. The second strategy was pure LIVC, in which the valve

would always close after the peakma,n point to achieve NTELC.
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Figure 5.8: Plot of normalized air mass versus IVC timing at different engine speeds

Another treatment of the determination of valve parametersfrom required air mass is given

in [33], where it is assumed that any commanded valve parameters can be tracked perfectly.

There, the controller was designed to adaptively modify these valve parameters to account for

modeling uncertainties, change in engine parameters with wear, etc. In the current work, the

focus is on the design of a lower-level controller to ensure that the FFVA system tracks the

desired valve event parameters obtained from the previous analysis.



Chapter 6

Simulation and Experimental Results

6.1 FTP Cycle Results

As per the vehicle load analysis presented in Chapter 5, the tractive effort required at the wheels

to follow the FTP driving cycle is shown in Fig. 6.1. The engine brake torque output, engine

speed, and transmission gear were determined as described in Chapter 5. They are plotted in

Figs. 6.2, 6.3, and 6.4, respectively. The required normalized air mass was calculated at each

time step and is plotted in Fig. 6.5.

0 200 400 600 800 1000 1200 1400 1600 1800
−3000

−2000

−1000

0

1000

2000

3000

Time (s)

T
ra

ct
iv

e 
ef

fo
rt

 (
N

)

Figure 6.1: Calculated tractive effort required to follow the FTP cycle
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Figure 6.2: Engine speed over the FTP cycle
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Figure 6.3: Engine brake torque output over the FTP cycle
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Figure 6.4: Transmission gear number over the FTP cycle
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Figure 6.5: Required normalized air mass to follow the FTP cycle
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Figure 6.6: Maximum valve lift trace over the FTP cycle
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Figure 6.7: Intake valve closing time traces over the FTP cycle for EIVC/LIVC and LIVC
strategies

Note that the FTP cycle is a fairly conservative driving cycle, in that it does not approach

the full air-handling capabilities of the engine; Fig. 5.8 demonstrates that at engine speeds in

the range seen here,ma,n can go up to 0.95 and above, while the maximumma,n required over

the FTP cycle is approximately 0.758, as shown in Fig. 6.5 . Itis also conservative in that the

engine speed remains fairly low; an engine such as this couldbe expected to achieve maximum

speeds of 6000 RPM or higher, while Fig. 6.2 shows that the maximum engine speed over the

FTP cycle is around 2500 RPM. Also note that the minimum normalized air mass, is slightly

below 20%. This agrees well with the figure given in [29].
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Finally, the maximum valve lift and IVC times were calculated and are given in Figs. 6.6

and 6.7, respectively. Recall that the IVO time was fixed at 15CAD before TDC, fixing the

timing of the valve event and also allowing a straightforward calculation of the valve duration

from IVC and IVO. Also note the two NTELC strategies shown in Fig. 6.7.

6.2 Valve Tracking Results

Figure 6.8: Prototype experimental setup

A compact multi-cylinder FFVA setup, shown in Fig. 6.8, was used to test the developed

control algorithm over the FTP cycle traces developed in Chapter 5. The controller was imple-

mented on one of its valves; little interaction was observedbetween valves of adjacent cylinders

actuated 180 or 360 CAD out of phase over the range of engine speeds used in testing.

Figs. 6.9 and 6.10 show the lift and duration tracking errorsover the FTP cycle, respec-

tively. See Figs. 6.6 and 6.7 for the desired lift and IVC traces, respectively; the tracking error

presented is for the EIVC/LIVC case. Note that tracking of even very large (> 100 CAD)

duration transients (see Fig. 6.7) produces no noticeable disturbance in the tracking error in

Fig. 6.10.

In actual practice, the seating velocity bound is not fixed independently of lift. To illustrate

this, the seating velocity bound was set as a function of desired lift. Furthermore, the higher
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Figure 6.9: Lift tracking error for controller over FTP cycle

variability at low seating velocities would be mitigated; recall from Chapter 5 that lift was set

as a function of engine speed. This means that the low-lift, low-seating-velocity case occurs

only at low engine speeds, at which each CAD represents a longer amount of time. The seating

velocity and seating velocity bound for this case over the FTP cycle are shown in Fig. 6.11. Note

that the seating velocity bound is effectively obeyed. The controller tunes itself to minimize the

closing time variability by increasing seating velocity asfar as possible while maintaining the

seating velocity threshold.

Fig. 6.12 shows a histogram and cumulative probability function for lift tracking error.

Fig. 6.13 shows a histogram and cumulative probability function for duration tracking error.

Fig. 6.14 shows a histogram and cumulative probability function for seating velocity violations.

Note that this figure displays only seating velocity violations (i.e, when the desired seating ve-

locity is higher in magnitude than the bound), as any seatingvelocity below the desired bound

is considered acceptable. Table 6.2 shows key statistics for each of these tracking errors over

the 19 145 valve events of the FTP cycle simulation; it can be seen that tracking performance

is very good despite the highly transient nature of the desired traces. This table, along with

Figs. 6.12 and 6.13 show that 99% of all cycles have lift and seating time errors of less than

0.185 mm and 4.90 CAD, respectively. It also can be seen in Fig. 6.14 that seating velocity

violations occur 11.99% of the time, and Table 6.2 shows thateven when seating violations
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Figure 6.10: IVC tracking error for controller over FTP cycle

occur, they are relatively small in magnitude (99% of all cycles have seating velocities less than

0.0328 m/s over the bound). Because the number of valve cycles over which these statistics are

calculated is so large, we have good confidence that these statistics represent a true picture of

the system’s performance.

Table 6.1: Key statistics from tracking of FTP cycle data
Metric Valve lift error Seating time error Seating velocityviolations
Median ±5.00 · 10

−5 m ±1.10 CAD Within bound
90 %ile ±1.26 · 10

−4 m ±2.79 CAD < 0.0042 m/s over bound
95 %ile ±1.52 · 10

−4 m ±3.47 CAD < 0.0175 m/s over bound
99 %ile ±2.03 · 10

−4 m ±4.87 CAD < 0.0429 m/s over bound
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Figure 6.11: Seating velocity and desired seating velocitybound over FTP cycle
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Figure 6.12: Histogram (left y-axis) and cumulative distribution (right y-axis) for lift tracking
error magnitude over FTP cycle
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Figure 6.13: Histogram (left y-axis) and cumulative distribution (right y-axis) for duration track-
ing error magnitude over FTP cycle
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Figure 6.14: Histogram (left y-axis) and cumulative distribution (right y-axis) for seating veloc-
ity violations over FTP cycle. Note that cumulative probability of violations is calculated with
respect to total number of cycles



Chapter 7

Discussion and Conclusion

This thesis presents the application of iterative learningcontrol for a new camless engine valve

actuation system with an internal feedback mechanism. The internal feedback system has the

benefit of simplifying the external controls. The proposed learning controller combines feed-

back and feed-forward components to reliably track transients in desired lift and closing time

with minimal violations of a maximum seating velocity constraint. The precise tracking perfor-

mance allows cycle-to-cycle control of the profile characteristics (timing, lift, and duration) of

individual engine valves, which in turn has benefits in engine power, efficiency, and advanced

combustion control.

The iterative learning control is then implemented on a prototype camless system for non-

throttled engine load control. The procedure for calculating the intake valve parameters (lift and

duration) based on vehicle load analysis of a driving cycle is described. Detailed experimental

data corresponding to the tracking of these valve parameters are presented. Excellent tracking

over the Federal Test Procedure driving cycle is achieved; 99% of the time, the lift error is

0.203 mm or less, the duration error is 4.87 CAD or less, and the seating velocity is 0.0429 m/s

or less over the desired bound. Seating velocity violationsoccur only 11.99% of the time. These

statistics are calculted over all 19 145 valve events of the driving cycle. This level of tracking

performance and with the comparatively low calibration effort required to achieve it suggest

that a controller similar to this shows promise in being feasibly implementable in a production

context in the relatively near-term.

Future work includes investigating additional degrees of flexibility such as intake valve
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opening timing as well as exhaust valve timing and duration.However, these additional flex-

ibilities correspond to a higher input dimensionality and thus require more calibration effort.

This further highlights the importance of a systematic control method to ensure precise valve

tracking performance. Finally, testing of the FFVA system and control system on a firing engine

would help further validate the NTELC analysis and ILC presented herein.
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Appendix A

Acronyms

Care has been taken in this thesis to minimize the use of acronyms, but this cannot always be

achieved. This appendix contains a table of acronyms and their meaning.

Table A.1: Acronyms

Acronym Meaning

BDC Bottom Dead Center

BMEP Brake Mean Effective Pressure

BSFC Brake-Specific Fuel Consumption

CAD Crank-Angle Degree

EIVC Early Intake Valve Closing

FFVA Fully-Flexible Valve Actuation

FTP Federal Test Procedure

HCCI Homogeneous-Charge Compression Ignition

ICE Internal Combustion Engine

IFS Internal Feedback System

ILC Iterative Learning Control

IVC Intake Valve Closing

IVO Intake Valve Opening

LIVC Late Intake Valve Closing

Continued on next page
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Table A.1 – continued from previous page

Acronym Meaning

mph Miles Per Hour

NTELC Non-throttled Engine Load Control

RPM Revolutions Per Minute

SI Spark-Ignition

TDC Top Dead Center
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